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1 Introduction

White Rabbit (WR) is a protocol developed to synchronizeasonh a packet-based network
with sub-ns accuracy. The protocol results from the contlmnaf IEEE1588-2008 (PTP)[1]
with two further requirements: precise knowledge of thé lilelay and clock syntonizatién
over the physical layer.

A WR link is formed by a pair of nodes, master and slave (Figlyre The master node
uses a traceable clock to encode data over the physical \alyige the slave recovers this clock
(syntonization) and bases its timekeeping on it. Absolate synchronisation between master
and slave is achieved by adjusting the clock phase and aff¢bé slave to that of the master.
Theoffsetrefers to the clock (e.g. time defined in Coordinated Un&efgme or International
Atomic Time standards), while thghaserefers to the clock signal (e.g. 125 MHz clock signal).
The phase and offset adjustment is done through the two-wehaage of PTP sync messages,
which are corrected to achieve sub-ns accuracy thanks tprdese knowledge of the link
delay.

offset,s + delay,

Slave
recovered Syntonized
clock, and synchronized
RC?;?:LE&C)G syntonization (2) clock (3,5)
~ 74 i} ) Clock
| VAV @_ adjustment
Master PHY . _|Slave PHY

@ Master recovered clock (4)

Phase |5 phaseMM
detector

(3) Without Master-to-Slave
phase compensation

3 (5) With Master-to-Slave

3 phase compensation using
(4 loopback recovered clock
o e measurement with Phase
phase,, | | detector

Figure 1. Synchronization and syntonization in a White Ralbik.

1The adjustment of two electronic circuits or devices in ®ohfrequency.
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The precise knowledge of the link delay is obtained by adeunardware timestamps and
calculation of the delay asymmetry (see section 4).

The described single-link synchronization can be regidatMulti-link WR networks are
obtained by chaining WR links forming a hierarchical togpio This hierarchy is imposed
by the fact that a frequency traceable to a common grandmasist be distributed over the
physical layer, resulting in aascadeof master and slave nodes. As a result of this topol-
ogy, a WR network consists of two kinds of WR network devidé&R boundary clockBVR
Switches) andVR ordinary clock§WR Nodes), see section 6.2.

grandmaster
clock

[ WR boundary clock |
5 ' o ! 5
| WR ordinary clock | [ WR boundary clock | [ WR boundary clock |

| WR ordinary clock | [ WR ordinary clock | [ WR ordinary clock |

Figure 2: White Rabbit network; it forms a hierarchical ttyy.

Some applications need WR and IEEE1588-2008 nodes to to&iamples of this are
networks where the need for highly accurate time synchatiois is concentrated on a certain
group of nodes. For this purpose the WR protocol enables Wiesto defer to IEEE1588
behaviour when not connected to another WR node.



2 Precision Time Protocol

The IEEE1588-2008 standard, known as Precision Time Rob{@d P), is repeatedly refer-
enced in this document. Knowledge of basic PTP conceptgisresl to read this specification,
therefore they are explained in this section.

PTP is a packet-based protocol designed to synchronizeeteim distributed systems.
The standard defines two kinds of messages which are exahéetweerPTP nodesevent
messagesnd general messagesBoth, the time of transmission and the time of reception
of event messages atenestamped General messages are used by PTP nodes to identify
other PTP nodes, establish clock hierarchy and exchange daj. timestamps, settings or
parameters. PTP defines several methods for node synchtioniz Figure 3 presents the
messages used when ttelay request-response mechani@umith a two-step clockis used,
which is the case in White Rabbit. For simplicity reasons] B Rode is considered andinary
clockin the remainder of this section; such clocks have only one po

Master Slave
time time

ollow_Up
Delay_Req ’(3
t, /
Delay Resp

— __ Management Msg __ —|
— =
Py

«— ~ S/ignaling M\sg\ ~»]

v v
Figure 3: PTP messages used by WRPTP.

An Announce Message periodically broadcast by the PTP node which is in the Erast
state. The message carries information about its origireatd the originator’s clock source
quality. This enables other PTP nodes receiving the anmommessage to perform the Best
Master Clock (BMC) Algorithm. This algorithm defines theeadbf each PTP node in the
PTP network hierarchy; the outcome of the algorithm is tleomemended next state of the
PTP node and the node’s synchronization source (grandrpabieother words, a PTP node
decides to which other PTP node it should synchronize basebeoinformation provided in
the announce messages and using the BMC algorithm. A PTPwiloidé is in the SLAVE
state synchronizes to the clock of another PTP node. A PTE wiich is in the MASTER
state is regarded as a source of synchronization for the &MhE nodes. The full PTP state
machine with state descriptions is included in Appendix A.

Sync Messageand Delay Req Messageare timestamped;( to, t3, t4) and these times-
tamps are used to calculate the offset and the delay betweemodes exchanging the mes-
sages.Follow_ UP MessageandDelay Resp Messagese used to send timestamps between
Master and Slave (in the case of a two-step clock).
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Management Messagage used only for configuration and administrative purpoSagal-
ing Messageare used for communication between clocks for optional peermental features
of the PTP standard as well as implementation-specific nmesims. Both, Management and
Signaling messages, are not essential for PTP synchrmmzat

The flow of events in the PTP delay request-response (twoedtek) mechanism is the
following (simplified overview):

1.
2.

10.

11

The master sends Announce messages periodically.

The slave receives the Announce message and uses the Bjdi@hah to establish its
place in the network hierarchy.

. The master periodically sends a Sync message (timesthorp&ansmissiont;) fol-

lowed by a FollowUP message which carriés

. The slave receives the Sync message sent by the mastestéimped on reception).

. The slave receives the Followp message (which carries timestamp of Sync transmis-

sion time,t;) sent by the master .

. The slave sends a Del&eq message (timestamped on transmiss$ipn,

. The master receives the DelRgq message sent by the slave (timestamped on reception,

ta).

. The master sends the DelRgsp message which carrigs

. The slave receives the Del&esp.

The slave adjusts its clock using the offset and the ded&ulated with timestamps; (
to, t3, t1). It results in the Slave’s synchronization with the Masteck.

Repeat 1-10.



3 Link Delay Model

The delay of a message travelling from master to slave (gpeé-¥) can be expressed as the
sum

dela){ns = AtXm + 5r'ns+ Arxs (1)

wherel:y, is the fixed delay due to the master’s transmission circudry is the variable
delay incurred in the transmission medium d@qgl is the fixed delay due to the slave’s recep-
tion circuitry. In a similar fashion, the delay of a messag@elling from slave to master can
be decomposed as

delay,, = Atx, + Osm~+ Arx,, (2

The characterization of the link is completed with an equato relate the two variable
delaysdms and & Describing a procedure to obtain this equation is out ofdbape of
this document. However, section 3.1 provides such an emuatitained empirically for one
scenario.

fixed delays variable delays fixed delays
master T ! FTTTTTTTTTTTTT ! T ! slave
ti1 o 3 Atl‘m : — 57715 :—‘—‘_: : A’r'gjs : O tz
‘ oo ms : ‘
ty O 3 Ar:tr,m _f_H 55771 —_— Atm’s : Ot3
Leccccccceeeeee. ' |

Figure 4: Delay model of a WR link. The timestamps are acelyatorrected for link asym-
metries by the usage of the four fixed deldys, rx, tx,xm} @Nd the relationship between both
variable delay®mssm; -

m,IXs,

3.1 Relative Delay Coefficient

An accurate relation between both variable delays on tmsmnéssion line is essential for ob-
taining an acceptable estimate of the delay asymmetry on dnKRThe relation betweebs
anddsn is represented in this document by tie&ative delay coefficier(r). Its origin is highly
implementation-dependent. Thus this document just asstimagit exists and is known.

3.1.1 1000base-X over a Single-mode Optical Fibre

When a single-mode fibre is used as bi-directional commtinitanedium, it can be shown
that both variable delays are related by an equation of time [8]:

Oms= (1+ a) Osm (3)



4 Delay Asymmetry Calculation

Let us start from the PTP sync timestamps, represented Wgrtiéar setts, to, t3 andts. The
mean path delay is then defined as

= (ta—t1) 12L (ta—t3) @)

Note that the transmission delalgs-t; andt; —t3 can be expressed in terms of WR'’s Delay
Model:

to —t1 = Aty + Oms+ Drx, + OffSelns (5)
tg —t3 = Dty + Osm+ Drx,, — OffSelns (6)

where offsets is the time offset between the slave’s clock and the masté€tmbining the
three equations above we obtain

2u=A+ Osm~+ Oms (7)
whereA accounts for all fixed delays in the path, i.e.

A = Dy, + Drxg + Dixg + Drxyy (8)

The delay asymmetry as specified in section 7.4.2 of the ParRlatd is expressed in our
own notation by using equations (1), (2) and (7) as follows:

delay,s= 1 +asymmetry 9)
delay,,= ¢4 —asymmetry (20)

4.1 Solution for Ethernet over a Single-mode Optical Fiber

Combining equations (3) and (7) we obtain:

1+a
=——2u-A 11
Bns =5 (2H =1 (11)
2u—A
Sm= "5 (12)
The delay asymmetry can then be derived from equationsq),)1(1) and (12):
A—au+al
asymmetry= Aty + Drxs — 2++ (13)



5 Fixed delays

The knowledge of fixed delaySiy, rx txs,rxm) 1S NECESSary to calculate delay asymmetry (13).
Such delays may be constant for the lifetime of the hardwsap-time or the duration of
the link connection. Therefore, the method for obtainingdixielays is medium-specific and
implementation-dependent. The delays are measured (@ssaty) and their values are dis-
tributed across the link during the process of establistiieg/VR link, which is calledWR Link
Setupin this document. A WR node patrticipates in the measuremeanhother WR node’s
reception fixed delay/,, ) UPON request, e.g. by sending a calibration pattern in-Giga
bit Ethernet. Measurement of fixed delays during WR Link $esuoptional and in principle
needed only once, while the WR link is being set up. It is oelguired if non-deterministic
reception/transmission elements are used

The calibration pattern sent by WR nodes to measure fixedyslétat non-deterministic
Gigabit Ethernet PHY shall be generated by repeated trassoni of RD+ K28.7 code-group
as described in Appendix B.



6 White Rabbit PTP

White Rabbit extends the IEEE1588-2008 (PTP) standard heae sub-ns accuracy while
still benefiting from PTP’s synchronization, managemert aressaging mechanisms. From
now on in this document, the White Rabbit extension to the st&Rdard will be referred to as
WRPTP

WRPTP takes advantage of PTP’s customization facilitiess, PTP profilesand Type-
Length-ValugTLV), and makes an extension to the PTP standard which isfaiie scope of
these facilities. It also definesiplementation specifitinctionalities (e.g. WR-specific fields
of Data Sets, hardware support) which are compatible wghPRP standard. For the sake of
simplicity and clarity, this section explains all the mexisans of WRPTP without classifying
them into PTP-profile, PTP-extension and implementatecsic. The distinction is made in
the last subsections, where tWéhite Rabbit PTP profiles defined and the extensions to PTP
are listed.

6.1 Overview

WRPTP introducethe White Rabbit Link SetupVR Link Setup), which is a process for es-
tablishing the WR link (Figure 6). It includes syntonizatiof the local clock over the physical
layer, measurement of fixed delays (calibration) and distion of the information about fixed
delays over the link. WRPTP uses the Link Delay Model to aobtai accurate delay estima-
tion, e.g. it uses the delay asymmetry equation (13) for Rigethernet over optical fiber. The
additional communication between a master and a slave ddgedexchange parameters and
state information is done through extended PTP messagiiiiiés.

WRPTP is compliant with standard PTP. Figure 5 depicts tbe topology of ahybrid
WR/IEEE1588 network with a grandmaster as a root.

grandmaster
clock

| WR boundary clock™]
W ' ' 5
[ WR ordinary clockH [ PTP boundary clock] [ WR boundary clockH

| PTP ordinary clock™ | WR ordinary clock®¥ [ WR ordinary clock!|

Figure 5: Hybrid WR/IEEE1588 network. White Rabbit nodegkvwmansparently with PTP
nodes. WR ordinary clock 3 is more accurately synchroniseth¢ grandmaster than WR
ordinary clock 2, which is below a PTP boundary clock.

The flow of events for standard PTP which is presented in@e&tis extended as depicted
in Figure 6 and described below:
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WR Node A WR Node B
(WR Master) (WRSlave)
time time
Extended PTP |~ Announce* WR Node A recognizes another WR node
Announce | T > by the suffix of the Announce message
" ‘WR Node A becomes WR Slave (conditions
| SLAVEPRESENT® 1 in6.7.1 fulfilled) and notifies the WR Node B
which enters WR Master mode (6.7.2)
i - ———LOCK* N Syntonization of the WR Slave
White _ __ LOCKED* _ __ ] clock over the physical layer
Rabbit | CALIBRATE*
Link == Calibration of the WR Master
|- — — CALIBRATED* fixed delays
Setup Ny
e — _CALIBRATE* __ Calibration of the WR Slave
CALIBRATED* __ _|  fixed delays
o CALIBRAI
| _WR MODE ON__ WR Link Setup finished
- successfully
t % ¢ PTP delay request-response
Follow_Up > mechanism (with two-step
] clock). It enables to calculate
t Delay_Req t, the delay and offset of the WR Slave.
Standard N Delay R Sub-ns accuracy is achieved due to
andar cay_Resp precise knowledge of the link delay.
PTP : 1
synch : :
messages Sync
L N ¢, PTP synchronization is
Follow_Up "~ repeated periodically
Delay_Req
t, &
Delay Resp
v v

Figure 6: Simplified overview of the message flow in WRPTP.

. TheWR Node A which is in PTPMASTER state periodically sends WR Announce
messages with a custom suffix.

. TheWR Node Breceives Announce message(s), recognizes the WR Annowsssage
and uses the modified BMC algorithm (section 6.4) to esthbts place in the WR
network hierarchy.

. TheWR Node B enters WR Slave mode (based on the conditions in 6.7.1) and ghe
WR Link Setup by sending the SLAVPRESENT WR Signaling message.

. TheWR Node A enters WR Master mode (based on the conditions in 6.7.2) emdks
the LOCK WR Signaling message to request the WR Slave tosstatbnization.

. The WR Slave sends the LOCKED WR Signaling message as sdabe ayntonization
process is finished (notification from the hardware).

. The WR Master sends the CALIBRATE WR Signaling messagedaest calibration of
its reception fixed delay.

. The WR Master sends the CALIBRATED WR Signaling messag®as as the calibra-
tion is finished (notification from hardware).

. The WR Slave sends the CALIBRATE WR Signaling messagedoest calibration of
its reception fixed delay.

. The WR Slave sends the CALIBRATED WR Signaling messag®as as the calibra-
tion is finished (notification from hardware).
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10. The WR Master sends the WRRODE_ON WR Signaling message to indicate comple-
tion of the WR Link Setup process.

11. The WR Master periodically sends a Sync message (timesizh on transmissiotty)
followed by a FollowUP message which carries

12. The WR Slave receives the Sync message sent by the ntaetstémped on reception,
t2).

13. The WR Slave receives the Folldyp message sent by the master.
14. The WR Slave sends a Del&eq message (timestamped on transmiss$idn,

15. The WR Master receives the DelRgq message sent by the master (timestamped on
receptionty).

16. The WR Master sends a Del&esp message which carrigs
17. The WR Slave receives the DelResp.

18. The WR Slave adjusts its clock using the offset and thaydedlculated with the times-
tamps {1, to, t3, t4) corrected due to the precise knowledge of the link delasedutlts in
the Slave’s synchronization with the Master clock with sigaccuracy.

19. Repeat 1, 11-18.

6.2 Definitions

The following definitions used in this document are intragliin Clause 3.1 of PTP:

node A device that can issue or receive Precision Time Protd®®P) communications on a
network.

boundary clock: A clock that has multiple Precision Time Protocol (PTP)tpan a domain
and maintains the timescale used in the domain. It may sertieeasource of time, i.e., be a
master clock, and may synchronize to another clock, i.ea lave clock.

ordinary clock: A clock that has a single Precision Time Protocol (PTP) poa domain and
maintains the timescale used in the domain. It may serve asraesof time, i.e., be a master
clock, or may synchronize to another clock, i.e., be a slévekc

This document introduces the following definitions:

White Rabbit Port (WR Port) : a WRPTP-enabled port of a boundary clock or an ordinary
clock.

White Rabbit Master (WR Master) : a WRPTP-enabled port of a boundary clock or an ordi-
nary clock which acts as a source of timing information footaer White Rabbit enabled port
of a boundary or an ordinary clock.

White Rabbit Slave (WR Slave) a WRPTP-enabled port of a boundary clock or an ordinary
clock which retrieves timing information sent over a link@yVR Master.

White Rabbit Switch (WR Switch): a boundary clock implementing WRPTP, compatible
with standard PTP.

White Rabbit Node (WR Node) an ordinary clock implementing WRPTP, compatible with

12



standard PTP.

6.3 WRPTP Data Set Fields

The PTP standard defines data sets (DS) to store the statityaadic variables needed for
the operation of the protocol (section 8, PTP). WRPTP:

e adds fields to the DSs defined in the PTP standard to store thepWeétfic parameters,

e defines a new DS: backupParentDS.

6.3.1 New fields of PTP Data Sets

Table 1 defines the additional DS fields required by WRPTPdhkanot part of the PTP stan-
dard, described below.

6.3.1.1 wrConfig
Determines the predefined function of a WR port.

6.3.1.2 wrMode
Contains the current WR-role of a WR port which is determinsthg the modified BMC
algorithm (section 6.4) by the conditions described in #aisns 6.7.1 and 6.7.2.

6.3.1.3 wrModeON
If true, it indicates that the WR Link Setup has been perfatmgccessfully and the WR port
is synchronized using WRPTP, and that the role defined in vddVls active.

6.3.1.4 wrPortState
Stores the current state of the WRPTP state machine (seteciéap).

6.3.1.5 calibrated
If true, it indicates that the fixed delays of the given pod known.

6.3.1.6 deltaTx
Port’s Ay, measured in picoseconds and multiplied B§. 2

6.3.1.7 deltaRx
Port’sArx measured in picoseconds and multiplied B$. 2

6.3.1.8 calPeriod
Calibration period in microseconds.

6.3.1.9 primarySlavePortNumber
If 0, no Primary Slave is selected. 1, 2 ,...N —value of thalomber (clause 7.5.2.3 PTP)
selected as the Primary Slave, see section 6.4.
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Table 1: WRPTP Data Sets fields

DS member DS name | Values Dynamic orStatic
wrConfig portDS | NON_WR, S
WR_S_ONLY,
WR_M_ONLY
WR_M_AND_S
wrMode portDS | NON.WR, D
WR_SLAVE,
WR_MASTER
wrModeON portDS | TRUE, D
FALSE
wrPortState portDS | Table 13 D
calibrated portDS | TRUE, D
FALSE
deltaTx portDS | 64 bit value D
deltaRx portDS | 64 bit value D
calPeriod portDS | 32 bit value S
parentWrConfig portDS | NON_WR, D
WR_S_ONLY,
WR_M_ONLY
WR_M_AND_S
parentWrMode portDS | NON_WR, D
WR_SLAVE,
WR_MASTER
parentWrModeON portDS | TRUE, D
FALSE
parentDeltaTx portDS | 64 bit value D
parentDeltaRx portDS | 64 bit value D
parentCalPeriod portDS | 32 bit value S
primarySlavePortNumbercurrentDS| 16 bits value D
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6.3.1.10 parentWrConfig
Stores the value of wrConfig of the parent port.

6.3.1.11 parentWrMode
Stores the value of wrMode of the parent port.

6.3.1.12 parentWrModeON
Stores the value of wrModeON of the parent port.

6.3.1.13 parentCalibrated
Stores the value of calibrated of the parent port.

6.3.1.14 parentDeltaTx
Stores the value of deltaTx of the parent port.

6.3.1.15 parentDeltaRx
Stores the value of deltaRx of the parent port.

6.3.1.16 parentCalPeriod
Stores the value of calPeriod parameter of the parent port.

6.3.2 backupParentDS data set specifications

A boundary clock shall maintain an implementation-spe@ifickupParentDS data set for the
purpose of qualifying redundant sources of synchronisatie.:

e backup paths to the current grandmaster clock, or
e paths to alternate grandmaster clock(s).

Each entry of the data set contains:

e backupParentDS.secondarySlavePortNumber - the numbee pbrt on which the An-
nounce message from backup parent has been received (8ec&talve port),

e backupParentDS.backupParentSourcePortldentity - thigdpatity of the port on the
backup master.

The implementation-specific backupParentDS set shall aanenimum capacity of three

backup parent records. The order of the records is establisking Data Set Comparison
Algorithm as described in the section 6.4.2.

15



6.4 Modified Best Master Clock Algorithm

6.4.1 Overview

The Best Master Clock (BMC) algorithm is used in PTP to corapaocks (determine which
clock is thebes) and to recommend the next state of the PTP state machinasg€a3 of
PTP). The BMC is used to prune the physical network topologgiittain logical tree(s) with
the bestclock, the grandmaster (preferably the one synchronizedgomary reference time
source), as a root. In the case when more then one clock innariets synchronized to a
primary reference time source, the BMC produces disjoigicltrees. Each tree has a single
grandmaster.

As aresult of BMC, no more than one port of a Boundary Clocklzam the PTESLAVE
state. Such a solution allows for redundancy of the timec®and topology but is not optimal
for the continuity of the synchronization. For example, ase of a failure of one of thieest
clocks (reference-synchronized grandmasters), all ftweslodes in its logic tree need to switch
synchronization to the alternate grandmaster. This regqulre restart of the estimation of the
clock drift, mean path delay and offset which might causddiattons in the notion of time.

The modified BMC allows for more than omestclock in a single domain, enabling the
creation of a logic topology with multiple roots. A Bounda®lock running the modified BMC
can have more than one port in the PEPAVE state. This means that timing information is
exchanged between the Boundary Clock and more than oneesotitone (Ordinary Clock
or Boundary Clock). At any time any of these links can be useplerform synchronization,
including a weighted average from all SLAVE ports as merdgtbm [4].

The BMC algorithm includes the State Decision Algorithm nd the Data Set Com-
parison Algorithm (DCA) and defines which fields of Data Sétswdd be updated depending
on the outcome of the SDA. The modifications to the BMC areiet®delow. the DCA is not
modified, therefore it is not mentioned.

6.4.2 State Decision Algorithm (SDA)

The original SDA is depicted in Figure 26 of the PTP standditte modified SDA, depicted
in Figure 7, enforceBMC_SLAV E state instead oBMC_PASSIV Estate. A port being in
a PTP_-SLAV Estate as a result of SDA modification (block-8 and block-13Figfure 7) is

considered a Secondary SLAVE port. The port which enter$?thB_SLAV Estate based on
the decision at block-11, is considered the Primary SLAVE.domeans that:

e the Primary SLAVE port and the Secondary SLAVE port(s) arechyonized to the same
grandmaster clock but the connection of the Primary SLAVE mopossibly better by
path, or

¢ the Primary SLAVE port and the Secondary SLAVE port(s) arechyonized to different
grandmaster clocks of the same clockClass range (1-12783232,see Table 5 of PTP)
but the connection of the Primary SLAVE port is possibly eebly path.

The best qualified Announce messagésds, see Clause 9.3.2.3 of PTP) from all Sec-
ondary SLAVE ports shall be compared with the DCA to detesnrthre "second best master”
and the lower order masters. The sequence of events is as/$ofthe idea originated from

[4]):
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The best master is computed with the BMC — the Primary SLAVE pstablished
(block-11 of Figure 7) and parentDS data set updated (Sd pant's number is stored in
currentDS.primarySlavePortNumber.

If the recommended stateBIMC_SLAV Eat block-8 or block-13, the master is considered
a second best master and its data is storétl .

The BMC algorithm is executed on all @ pest
The best master selected is considered second best master.

The BMC is repeated excludirtfgpestOf the best master until the setB;pestis empty.

The order of second and lower level best masters determmtalsi way is used to update the
backupParentDS data set.
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State decision algorithm
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Figure 7: Modified State Decision Algorithm (modificatiomsred).

6.4.3 Update of Data Sets
The modifications to the rules governing the update of tha glats are twofold:

e Modifications to already existing "update tables” (Tabledal®l Table 16, clause 9.3 of
PTP) to accommodate the new DS fields.

e Addition of a new "update table” to accommodate the new bpBlawuentDS data set and
the modifications in the SDA.
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Table 2: Modification to Table 13 of IEEE1588-2008: Updatedtate decision code M1 and
M2.

Update this field From the indicated field of the defaultDS
data set of the clock unless otherwise stated

currentDS
currentDS.primarySlavePortNumbgeset to 0

Table 3: Modification to Table 16 of IEEE1588-2008: Updatediate decision code S1.

Update this field From the indicated source
currentDS
currentDS.primarySlavePortNumbgportDS.portidentity.portNumber

Table 4: Update for state decision code S2
Update this field From the indicated source

backupParentDS
backupParentDS.secondarySlavePortNumbeportDS.portldentity.portNumbe
backupParentDS.backupParentSourcePortldentitysourcePortldentity O pest

=

6.5 WRPTP Messages

White Rabbit benefits from PTP’s messaging facilities. Hirtess aWR Type-Length-Value
(WR TLV) extension to exchange WR-specific information asdaithe two-step clock delay
request-response mechanism for synchronization. Ingodati it adds a suffix to the Announce
message to enable recognition of WR nodes and uses Sighdéegages to exchange WR-
specific information (Figure 6).

A WR port in thePT P.MAST ERstate announces its presence by adding a suffix to the
Announce message. The suffix is defined by the PTP standardetso TLV entities (sec-
tion 13.4, PTP). Unrecognised TLVs are ignored by standdifd Rodes (section 14.1, PTP),
but read and interpreted by White Rabbit nodes. The infaongtrovided in the WRPTP
Announce message is sufficient for another WR port to decidether the WR link can be
established and maintained. A WR port receiving a WRPTP Anne message enters (if con-
ditions in 6.7.1 are fulfilled) the WR Slave mode and starésltimk Setup process (performed
during PTPUNCALIBRAT EDstate. see Appendix D) It requests the sender of the WRPTP
announce message to enter the WR Master mode (see sectidphahd start the Link Setup
process. During the WR Link Setup, communication betweenWwR Master and the WR
Slave is performed using PTP Signaling Messages carryingl®. Once the WR link has
been established, the WR nodes use a PTP delay requestsespechanism (section 11.3,
PTP).
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6.5.1 WR Type-Length-Value

All PTP messages can be extended by means of a statygexr,dength, valu€TLV) extension
mechanism. White Rabbit uses tORGANIZATIONEXTENSIONTLYV type
(tlvType=0x0003) which is defined in clause 14.3 of PTP. Tltépresented by this type are
designated for vendors and standard organizations to éxtenprotocol for specific needs.
The organization-specific TLV fields for WR extension are medi and described in Table 5.

Table 5: Organization specific TLV fields for WR (see Table B5P).

Bits Octets| TLV WR TLV
716[5[4[3][2]|1]0 Offset Content Description
tivType 2 0 0x0003 Organization extension),
see Table 34 PTP.
lengthField 2 2 8+N N is an even number of

wrDataField octets.
0x080030 | OUI owned by CERN.
magicNumber| e.g.: OXABCD - identifies
WRPTP within protocols
identified by CERN’s
OUL.
versionNumber 0x01 - WRPTP version.
DataField 2 10 wrMessagelD | WR-specific messages
identifier, see Table 6.
N 12 wrDataField | Content of WR-specifig
message.

w
N

Organizatinid
organizationSubType 2

\‘

=
o

The WR-specific TLVs are identified by wrMessagelD which it in Table 6. The
different types of WR messages are described in subseqeetiarss.

Table 6: White Rabbit Message ID values

managementld name| wrMessageld | Sent in message type
value (hex)
SLAVE_PRESENT 0x1000 Signaling
LOCK 0x1001 Signaling
LOCKED 0x1002 Signaling
CALIBRATE 0x1003 Signaling
CALIBRATED 0x1004 Signaling
WR_MODE_ON 0x1005 Signaling
ANN _SUFIX 0x2000 Announce

6.5.2 WRPTP Announce Message

The standard PTP Announce Message is suffixed by one WR TLYy.efihe WRPTP An-
nounce message has the structure defined in Table 7.dated-ield of the suffix WR TLV
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stores thevrFlagsdefined in Table 8.

Table 7. White Rabbit Announce Message.

Bits Octets| TLV | Content
7[6[5[4[3][2]1]0 Offset
header 34 0 section 13.3, PTP.
body 30 34 | section 13.5, PTP.
tivType 2 64 | 0x0003, see 6.5.1.
lengthField 2 66 | OXA.
Organizationlid 3 68 | 0x080030.
magicNumber 2 71 | OXABCD.
versionNumber 1 73 | OxO1.
wrMessageld 2 74 | 0x0010.
wrFlags 2 76 | see Table 8.

Table 8: White Rabbit flags.
Octet | Bit | Message type  Name Description

0 0 Announce wrConfi The value of wrConfig
0 1 9 parameter from portDS.
0 2 Announce calibrated | TRUE if the source port is cali

brated.
0 3 Announce | wrModeON | The value of wrModeON pa
rameter of portDS.
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6.5.3 WRPTP Signaling Messages

White Rabbit uses Signaling Messages (defined in claus€ I8.PTP) to exchange WR-
specific information, except for the flags transported ingiliix of the Announce message.

The Signaling Messages conform to the format presentedble™ Each WR Signaling
Message transports a single WR TLV structure as defined itidBe&5.1. TheaargetPortlden-
tity shall be always set to tredockldentityof the port on the other side of the link (conveyed in
the Announce Message).

Signaling Messages are used in WRPTP to trigger transiiiotise WR state machine
and exchange WR-specific parameters. They are distinglishehewrMessageldield of
WR TLV defined in Table 6. Signaling Messages are exchanged omihymva single link
connection (no forwarding) which is ensured by setting éngetPortld appropriately. The rest
of this subsection describes the WRPTP Signaling Messagistails.

Table 9: PTP Signaling message fields (Table 33, PTP)

Bits Octets| TLV

716[5]4[3[2]1]0 Offset
header 34 0
targetPortldentity 10 34
WR TLV M 44

6.5.3.1 SLAVEPRESENT

Message sent by the WR Node which entered WR Slave mode to hBldde to become the
WR Master. It initiates the WR Master mode and starts WR Liekuf process in the WR
Master. The message shall have the form specified in Table 10.

6.5.3.2 LOCK
Message sent by the WR Master to the WR Slave to request thefstaequency locking. The
message shall have the form specified in Table 10.

6.5.3.3 LOCKED
Message sent by the WR Slave to the WR Master. It indicatesesstul completion of fre-
guency locking. The message shall have the format speaifiédle 10.

6.5.3.4 CALIBRATE

Message sent by the WR port entering the REALIBRATION state (see section 6.7). It
informs the other port whether sending a calibration pattsee section 5) is required (defined
by the value otalibrationSendPatterfiag). If calibration is required, it carries the calibratio
period. The message format and parameters are describatle 1.
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Table 10: WR TLV for SLAVEPRESENT, LOCK, LOCKED AND WRMODE_ON Signal-
ing Messages.

Bits Octets| TLV | Content
716]5[4[3[2[1]0 Offset
tivType 2 0 0x0003, see 6.5.1.
lengthField 2 2 0x8.
Organizationld 3 4 0x080030.
magicNumber 2 7 OxABCD.
versionNumber 1 9 0x01.
wrMessageld 2 10 | Defined in Table 6.

Table 11: WR TLV CALIBRATE Signaling Message

Bits Octets| TLV | Content
716]5[4[3]2[1]0 Offset
tivType 2 0 0x0003, see 6.5.1.

lengthField 2 2 0x14.
Organizationld 3 4 0x080030.

magicNumber 2 7 OxABCD.
versionNumber 1 9 0x01.

wrMessageld 2 10 | CALIBRATE.

calibrationSendPattern 2 12 The value determines whether calibration

pattern should be sent. If the value is 0x1,
the calibration pattern is sent. If the value|is
0x0, the calibration pattern is not sent.
calibrationPeriod 4 14 | The value defines the time (in microseconds)
for which the calibration pattern should be
sent by the receiving node.

6.5.3.5 CALIBRATED

Message sent by a WR port entering @ALIBRATEDstate. If preceded by theALIBRATE
message witltalibrationSendPatterset to TRUE, it indicates successful completion of the
calibration. The message provides the other node with theesaf its fixed delaysfx and
Arx). The message shall have the format specified in Table 12.

6.5.3.6 WRMODE _ON

Message sent by WR Master to WR Slave. It indicates sucdessfipletion of the WR Link
Setup process and requests the WR Slave to validate its WR fhgdsetting wrModeON to
true). The message shall have the format specified in Table 10
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Table 12: WR TLV for CALIBRATED Signaling Message.

Bits Octets| TLV
7]6[5]/4]3][2]1]0 Offset | Content
tivType 2 0 0x0003, see 6.5.1.
lengthField 2 2 0x28.
Organizationld 3 4 0x080030.
magicNumber 2 7 OxABCD.
versionNumber 1 9 Ox01.
wrMessageld 2 10 | CALIBRATED.
deltaTx 16 12 The value ofA:y,, measured in picoseconds
and multiplied by 2.
deltaRx 16 28 The value ofAry,, measured in picoseconds
and multiplied by 2.

6.6 PTP State Machine

The WR Link Setup (WR state machine) is performed in the RINCALIBRATED state of
the PTP state machine (see Appendix D). Therefore it is @asér a WR port to implement
this state as specified in the PTP state machna Figure 8): a transition state between the
LISTENING or PREMASTER or MASTER or PASSIVE state and the SLAVE state.

WRPTP specifies an implementation-specific SYNCHRONIZAVIBAULT PTP state
transition event3 in Figure 8, defined in Clause 9.2.6.12 of PTP). The port beiyR_Slave
mode and PTFSLAVE state shall evaluate values of two WR-specific paransetvrModeON
and parentWrModeON If the value of at least one of the parameters is FALSE, th&l-SY
CHRONIZATION_FAULT event shall occur and PTBNCALIBRATED shall be entered. Con-
sequently the WR Link Setup is performed. Such implememtanables forced re-calibration
of WR ports which can be triggered by both, WR Master and WReSla

WRPTP introduces a new state transition event to the ofligii®& state machineCAL-
IBRATIONFORCEDBY_SLAVE It is depicted in red (numbe?) in Figure 8. The event
shall be instantiated by the reception of BleAV EPRESENTSIignaling Message on a WR-
Master-enabled port (the value of portDS.wrConfig is WIRAND _S or WRM_ONLY) in
PTP.MAST ERstate. This transition allows a WR Slave to start WR Mastedenand trigger
a WR Link Setup process in another WR port.
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Figure 8: Modified PTP Finite State Machine.

6.7 White Rabbit State Machine

The White Rabbit finite state machine (WR FSM) controls thaepss of establishing a White
Rabbit link between a WR Master and a WR Slave (WR Link Setlijp)volves the recognition

of two compatible WR nodes, syntonization over the physiagér, measurement of fixed
delays and exchange of their values across the link. Theegwe differs between WR Master
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and WR Slave, therefore three states are Slave-only (ehtery if the node is in WR Slave
mode) and one state is Master-only (entered only if the nede WR Master mode). The
WR FSM shall be executed in the PTP UNCALIBRATED state, itépidted in Figure 9 and
described in the rest of this section.

A typical flow of a complete WR Signaling Message exchanga/een a WR Slave and a
WR Master during WR Link Setup is presented in Appendix C. ¢tarity, the cooperation of
PTP and WR state machines from power up is presented in AppBnd

6.7.1 Conditions to enter WR Slave mode and start the WR FSM

A WRPTP-enabled port becomes a WR Slave (portDS.wrMode =SKRVE) and starts ex-
ecution of WR FSM by entering threRESENTstate, only when the following conditions are
met:

e the portis WR Slave-enabled:
portDS.portWrConfig = (WES.ONLY ORWRM_AND_S)AND

e the PTP state machine enters the PTP UNCALIBRATED state astdtof
STATE DECISION EVENT: Recommended State == BM&LAVE (1in Figure 8)AND

e the parent port is WR Master-enabled:
portDS.parentPortWrConfig = (WRI_ONLY ORWRM_AND_S)AND

e at least one of the ports on the link is not in WR Mode:
portDS.portWrMode = FALSER portDS.ParentPortWrMode = FALSE
6.7.2 Conditions to enter WR Master mode and start the WR FSM

A WRPTP-enabled port becomes a WR Master (portDS.wrMode =M&Rter) and starts
execution of WR FSM by entering tid_LOCK state only when the following conditions are
met:

e the portis WR Master-enabled:
portDS.portWrConfig = WBV_ONLY ORWRM_AND_SAND

e the PTP state machine enters the a RINNCALIBRATED state as a result of CALI-
BRATION_FORCEDBY _SLAVE transition eventZ in Figure 8)
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6.7.2.1 State Description
Table 13 specifies the WR states notation used in Figure 9.

Table 13: WR state definition

PTP portState

Description

LOCKED message to the WR Master and waits for A&LI-
BRATEmMessage.

IDLE The WR FSM shall be in the IDLE state if the PTP FSM is in a

state other than UNCALIBRATED.

PRESENT Slave-only state. The WR Slave sends a SLAWVEESENT mest
sage to the WR Master and waits for th@CK message.

M_LOCK Master-only state. The WR master waits for the WR Slave to
finish successfully the locking process.

S LOCK Slave-only state. The WR Slave locks its logic to the freqyen
distributed over physical layer by the WR Master.

LOCKED Slave-only state. The WR Slave is syntonized, it sends a

REQCALIBRATION

In this state, optional calibration of the node’s recepfigad de-

lay can be performed. The node send34LIBRATEmessage to

the other node. If the calibration is needechl{bratedis set to
false), thecalibrationSendPatterfiag in the CALIBRATEmes-
sage is sent to TRUE (0x1). If the calibration is not needed,
calibrationSendPatterflag is set to FALSE (0x0). If calibratio
is not needed, the next state is entered directly, otheransa-
dication from the hardware that the calibration has beesie
successfully is awaited.

=)

CALIBRATED

The node sends a CALIBRATED message with information about

its fixed delays.

RESPCALIB_REQ

The node’s action in this state depends on the value otdlie
brationSendPatterflag received in th€€ ALIBRATEmessage. A
TRUE value of the flag indicates that the calibration patsirall
be enabled. The pattern shall be disabled afédibrationPeriod

or on reception of th€ALIBRATEDmessage. If the value of the

calibrationSendPatteriflag is FALSE, theCALIBRATEDmes-
sage is awaited for a default timeout. On reception ofGiAd.I-
BRATEDmessage, the next state is entered.

WR_LINK _ON

The value ofnrModeis setto TRUE and thlDLE state is entered.

6.7.2.2 WR FSM Transition Events and Conditions

POWERUP Turning on power to the device or reseting.

WR LINK SETUP REQUIRED DECISION (abrv. DWR_SETURPREQ) Event indicating
that a WR Link Setup is required and that the WR FSM should leeebed starting at
the PRESENTstate, see section 6.7.1.
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Figure 9: White Rabbit state machine.

LOCK MESSAGE (abrv. MLOCK) WR LOCK Signaling message which triggers frequency
locking over the physical layer.

LOCKED HARDWARE EVENT (abrv. HW.LOCKED) Indication from the hardware that
frequency locking has been completed successfully.

LOCKED MESSAGE (abrv. MLOCKED) WR LOCKED Signaling message which notifies
the WR Master that frequency locking has been completedesgtdly by the WR Slave.

CALIBRATE MESSAGE (abrv. M.CALIBRATE) WR CALIBRAT ESignaling message. It
requests the recipient to enter RESPCALIB_ REQstate, indicates whether sending of
the calibration pattern is required and provides calibraparameters.

CALIBRATED HARDWARE EVENT  (abrv. HW.CALIBRATE) Notification from the hard-
ware indicating that calibration has been completed sstokg
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CALIBRATED MESSAGE (abrv. M.CALIBRATED) WR CALIBRATED Signaling mes-
sage. It indicates that the node is calibrated. If @#_IBRATEDmessage is received
when the calibration pattern is being sent by the recipsariding of the pattern shall be
disabled. The message carries information about fixed selaghe sending node.

WR MODE ON (abrv. MWR_MODE_ON) WRWRMODE_ON Signaling message. Itindi-
cates that the WR Master finished successfully the WR Linkisahd set the wrMode
flag to TRUE. It requests the WR Slave to set the wrMode flag tOER

RETRY nhame The White Rabbit state machine waits in a given state forresitian event only
for a limited time TIMEOUT) The states to which this rule applies are the following:
M_LOCK, REQCALIBRATEIONCALIBRATEDPRESENTS LOCK, LOCKEDRESPCALIB REQ
After the TIMEOUT expires, the state is re-entered for

N{M_LOCK,REQCALCALIBedPRESENTSLOCK,LOCKEDRESPCALIB.RESR number of times.

EXCEED TIMEOUT RETRIES (abrv. EXCTIMEOUT_RETRY) Indicates that the state
has been re-entered for a set number of times

(N{M_LOCK,REQCALCALIBedPRESENTSLOCK,LOCKEDRESPCALIBRESR) and theTIMEOUT
has expired for the+ 1 time.
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6.8 White Rabbit PTP Profile Summary
6.8.1 Identification

Table 14: Profile print form (clause 19.3.3 of PTP)

PTP Profile
profleName White Rabbit
profileVersion 1.0
profileldentifier 08-00-03-00-01-00
organizationName| European Organization for Nuclear Research (CERN)
sourceldentificatior http://www.ohwr.org/projects/white-rabbit

6.8.2 PTP attribute values

All nodes shall support the ranges and shall have the defatitilization values for the at-
tributes as follows:

e portDS.logSyncinterval: The default initialization valghall be 0. The configuration
range shall be -1 to 6.

e defaultDS.priorityl: The default initialization valuealhbe 64.

6.8.3 PTP Options

All options of 15.5.4.1.7 and clause 17 of PTP are permitByddefault, these options shall be
inactive unless specifically activated by a managemenigoiue.

The node management shall implement the management messalganism of the IEEE1588-

2008 standard.

The best master algorithm shall be the algorithm specifie@hapter 6.4 of this document

(Modified BMC).

The delay request-response mechanism shall be the onlylpktyh measurement mechanism.
The TLV mechanism described in Chapter 6.5 shall be supghorte

6.9 WRPTP Extensionto PTP
WRPTP extends PTP by adding the state transition event ddfirsection 6.6.

6.10 Implementation-specific additions to PTP required by WVRPTP
WRPTP shall implement the following implementation-sfiedeatures:

e issuing PTP messages witha WR TLV (i.e. suffixed AnnounceSagdaling messages),
as described in section 6.5.2,

e proper handling of these messages as described in 6.5.2,

¢ WR state machine as defined in 6.7,
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¢ WR data set and additional WR-specific fields to PTP data sadefined in 6.3,

o SYNCHRONIZATION_FAULT state transition as defined in 6.6.
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Appendix

A PTP State Machine

INITIALIZ
INITIALIZING POWER UP—— aANY STATE

DESIGNATED ENABLED
FAULT
DESIGNATED _
DISABLED
DESIGNATED DISABLED &
FAULT_
DETECTED EAMELY
( LISTENING or ) FAULT_
STATE_DECISION_EVENT| UNCAHBRATED or PETERTER
PRE_MASTER or
BEST_MASTER_CLOCK MASTER or |
\ PASSIVE  J Recommended State
== BMC_PASSIVE
(Recommended State LISTENING or
== BMC_MASTER) AND UNCALIBRATED or
State = MASTER SLAVE or
PASSIVE
|
(_PRE_MASTER ) ANNOUNCE_RECEIPT TIME-
I OUT EXPIRES LISTENING or
QUALIFICATION_TIME- = UNCALIBRATED or
OUT_EXPIRES PRE_MASTER or
MASTER or
MASTER PASSIVE
(Recommended State R ded State
== BMC_MASTER SECINRENO ==
B ) BMC_SLAVE
| > <
SYNCHRONIZATION_ UNCALIBRATED
FAULT )
| N/ Recommended State ==
MASTER_CLOCK _ BMC SLAVE &&
SELECTED new_master |= old_master
Recommended State ==
SLAVE BMC_SLAVE &&

new_master == old_master

Figure 10: State machine for a full implementation of PTRy(fé 23, IEEE1588).
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Table 15:

PTP portState definition (Table 10, IEEE1588).

PTP portState

Description

INITIALIZING

While a port is in the INITIALIZING state, the port initiales
its data sets, hardware, and communication facilities. dlo

P

of the clock shall place any PTP messages on its communica-

tion path. If one port of a boundary clock is in the INITIALIZ

ING state, then all ports shall be in the INITIALIZING state.

FAULTY

The fault state of the protocol. A port in this state shall

not

place any PTP messages except for management megsages
that are a required response to another management message
on its communication path. In a boundary clock, no actiyity

on a faulty port shall affect the other ports of the device.
fault activity on a port in this state cannot be confined to
faulty port, then all ports shall be in the FAULTY state.

If
the

DISABLED

The port shall not place any messages on its communication

path. In a boundary clock, no activity at the port shall be
lowed to affect the activity at any other port of the bound

al-
ary

clock. A port in this state shall discard all PTP received 1mes

sages except for management messages.

LISTENING

The port is waiting for the announceReceiptTimeout to ex
or to receive an Announce message from a master. The

O

;
pur-

pose of this state is to allow orderly addition of clocks to a
domain. A port in this state shall not place any PTP mes-

sages on its communication path except for Pd&ay, Pde-
lay_Resp, PdelayrespFollow_Up, or signaling messages,

Dr

management messages that are a required response to another

management message.

PREMASTER

The port shall behave in all respects as though it were in
the MASTER state except that it shall not place any mes-

sages on its communication path except for Pd&ay, Pde-

lay_Resp, PdelayRespFollow_Up, signaling, or management

messages.

MASTER

The port is behaving as a master port.

PASSIVE

The port shall not place any messages on its com
nication path except for Pdeldyeq, PdelayResp, Pde-

mu-

lay_RespFollow_Up, or signaling messages, or management
messages that are a required response to another management

message.

UNCALIBRATED

One or more master ports have been detected in the domain.

The appropriate master port has been selected, and the
port is preparing to synchronize to the selected master
This is a transient state to allow initialization of synahiza-
tion servos, updating of data sets when a new master por
been selected, and other implementation-specific activity

SLAVE

The port is synchronizing to the selected master port.
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B Measurement of fixed delays for Gigabit Ethernet over
Optic Fiber

The variation ofAgy . txixmt delays is often caused by the PHY’s serializer / deserialize
(SerDes), phase locked loop (PLL) or clock and data recosiecyitry (CDR). The delay on
the PHY can be measured by detecting the phase shift betwer®®S1/0 and Tx/Rx clock.
This be done in WR by sending a repeated pattern of five "0” ared’fi” (0000011111) over
Gigabit Ethernet. Such signal creates a 125 MHz clock on 81®&s 1/O. Since the Tx/Rx
clock frequency is 125 MHz, the phase shift between the Setfland the Tx/Rx clocks is
equal to the fixed delay of the PHY (see Figure 11).

The repeated pattern of five "0” and five "1” is defined by the EE®D2.3 standard [2] as

Low-frequency test patte{@ppendix 36A.2). It shall be generated in WR nodes by a reggka
transmission of RD+ K28.7 code-group.

1[1lolololo]oj1]1111]ololoooj1[1[111]ol0)
A

Buffer [

Phase

= —T Detector

RxCLK 5
o — |PHY | 125MHz

— |

> B sy I

) 4

A

Phase
Detector

\ 4 v

Figure 11: Measurement of fixed delagy x; in Gigabit Ethernet-based WR node with not
fully-deterministic PHY.

Measurement of fixed delays for Gigabit Ethernet over optierfiand any other medium,
is optional. It is not needed if deterministic PHYs or ini@rRPGA transceivers which can be

internally characterized [3] are used. In such case, th@nmdtion about the fixed delays is
distributed across the link without preceding measurement
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C Typical flow of WR Signaling message exchange

White Rabbit Master

CALIBRATED

HW_ENABLE_PATTERN

HW_DISABLE_PATTERN

' WR_LINK_ON

A\ 4

IDLE '

M_CALIBRATED

....\White Rabbit Slave. ...

M_SLAVE_PRESENT
4— —_—— — e —— — — ——
)4 M_LOCK
S_LOCK
M_LOCKED
- — — — — — T —
— M CALIBRATE  _
REQ_CALIBRATION ———— HW_ENABLE_PATTERN
HW_CALIBRATED ——————> RESP_CALIB_REQ
v M_CALIBRATED HW_DISABLE_PATTERN

REQ_CALIBRATION
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Figure 12: Typical flow of events (no exceptions) during WRK_Betup.
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Figure 13: PTP and WR FSMs from POWER ON use case

36




References

[1] IEEE Std 1588-2008EEE Standard for a Precision Clock Synchronization Proildor
Networked Measurement and Control SysteHBEE Instrumentation and Measurement
Society, New York, 2008, http://ieee1588.nist.gov/.

[2] IEEE Std 802.3-2008EEE Standard for Information technology — Telecommumnocest
and information exchange between systems — Local and Miticap area networks —
Specific requirement$EEE Computer Society, New York, 2008.

[3] P.P.M. Jansweijer, H.Z. Peelieasuring propagation delay over a 1.25 Gbps bidirectional
data link National Institute for Subatomic Physics, Amsterdam,®01
http://www.nikhef.nl/pub/services/biblio/technicajrorts/ETR2010-01.pdf.

[4] Takahide Murakami and Yukio HoriuchA Master Redundancy Technique in IEEE 1588
Synchronization with a Link Congestion Estimatit8PCS Proccedings, 2010,

37



