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1 Introduction

White Rabbit (WR) is a protocol developed to synchronizeasoth a packet-based network
with sub-ns accuracy. The protocol results from the contlmnaf IEEE1588-2008 (PTP)[1]
with two further requirements: precise knowledge of thé litelay and clock syntonizatién
over the physical layer with Synchronous Ethernet (Syn8E) [

A WR link is formed by a pair of nodes, master and slave . Theena®de uses a traceable
clock to encode data over the physical layer, while the stagevers this clock (synchroniza-
tion) and bases its timekeeping on it. Absolute time syneization between master and slave
is achieved by adjusting the clock phase and offset of theedia that of the master. The
offsetrefers to the clock (e.g. time de ned in Coordinated Uniatr§ime or International
Atomic Time standards), while thghaserefers to the clock signal (e.g. 125 MHz clock sig-
nal). The phase and offset adjustment is done through themayoexchange of PTP sync
messages, which are time-stamped to achieve sub-ns agthiaaks to hardware support such
as described in section 5. Details of a sample hardware mggi&tion are presented in Ap-
pendix B.

In White Rabbit, the precise knowledge of the link delay isaifed by accurate hardware
timestamps (see section 5.3) and calculation of the delaypmetry (see section 4) supported
by knowledge of delays introduced by the hardware (seexsebtR).

The described single-link synchronization can be regidatMulti-link WR networks are
obtained by chaining WR links forming a hierarchical togpto This hierarchy is imposed
by the fact that a frequency traceable to a common grandmmastst be distributed over the
physical layer, resulting in aascadeof master and slave nodes. As a result of this topol-
ogy, a WR network consists of two kinds of WR network devicé4 boundary clockéNVR
Switches) andVR ordinary clock§WR Nodes), see section 6.2. A WR boundary clock dis-
tributes the frequency and time retrieved from the upstriakrto all the downstream links.

Figure 1. White Rabbit network; it forms a hierarchical ttymy.

Some applications need WR and IEEE1588-2008 nodes to ¢to&iamples of this are
networks where the need for highly accurate time synchatioiz is concentrated on a certain
group of nodes. For this purpose the WR protocol enables Weblor Switches to defer to
IEEE1588 behavior when not connected to another WR Node dclsw

aThe adjustment of two electronic circuits or devices in teohfrequency.
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2 Precision Time Protocol

The IEEE1588-2008 standard, known as Precision Time Rob{@I P), is repeatedly refer-
enced in this document. Knowledge of basic PTP conceptgisret to read this speci cation.
Therefore, they are explained in this section.

PTP is a packet-based protocol designed to synchronizeeteim distributed systems.
The standard de nes two kinds of messages which are excldmgieveerPTP nodesevent
messageandgeneral message®Both, the time of transmission and the time of reception of
event messages amecorded General messages are used by PTP nodes to identify other PTP
nodes, establish clock hierarchy and exchange data, mgstiimps, settings or parameters.
PTP de nes several methods for node synchronization. Ei@upresents the messages used
when thedelay request-response mechaniswth atwo-step clockis used, which is the case
in White Rabbit.

Figure 2. PTP messages used by WRPTP.

An Announce Message periodically broadcast by the PTP node which is in the klast
state. The message carries information about its origiratd the originator's clock source
qguality. This enables other PTP nodes receiving the anreoumessage to perform the Best
Master Clock (BMC) Algorithm. This algorithm de nes the sobf each PTP node in the
PTP network hierarchy; the outcome of the algorithm is tlteomemended next state of the
PTP node and the node's synchronization source (grandrasteother words, a PTP node
decides to which other PTP node it should synchronize basebeoinformation provided in
the announce messages and using the BMC algorithm. A PTPwiloidé is in the SLAVE
state synchronizes to the clock of another PTP node. A PTR wdich is in the MASTER
state is regarded as a source of synchronization for the &he nodes. The full PTP state
machine with state descriptions is included in Appendix A.

Sync Messageand Delay Req Messageare timestampedy( t», t3, t4) and these times-
tamps are used to calculate the offset and the link delayd®tvithe nodes exchanging the
messagesFollow_Up MessagesindDelay Resp Messagesme used to send timestamps be-
tween Master and Slave (in the case of a two-step clock).



Management Messagage used only for con guration and administrative purposignal-
ing Messageare used for communication between clocks for optional peermental features
of the PTP standard as well as implementation-speci ¢ meisias. Both, Management and
Signaling messages, are not essential for PTP synchrmmzat

The ow of events in the PTP delay request-response (twp-steck) mechanism is the
following (simpli ed overview):

1.
2.

10.

11

The master sends Announce messages periodically.

The slave receives the Announce message and uses the Bjdi@hah to establish its
place in the network hierarchy.

. The master periodically sends a Sync message (timesthorp&ransmissiont;) fol-

lowed by a FollowUp message which carriés

. The slave receives the Sync message sent by the mastestéimped on reception).

. The slave receives the Follodp message (which carries the Sync transmission tifhe,

sent by the master .

. The slave sends a Del&eq message (timestamped on transmiss$idn,

. The master receives the DelRgq message sent by the slave (timestamped on reception,

ta).

. The master sends the DelRgsp message which carrigs

. The slave receives the Del&esp.

The slave adjusts its clock using the clock offset anditikadelay calculated with times-
tamps {1, to, t3, t4). This results in the Slave's synchronization with the Masiock.

Repeat 1-10.



3 Link Delay Model

The delay of a message traveling from master to slave (segd-8) can be expressed as the
sum

delay,s= Dix,* Ons+ Dix 1)

whereDiy, is the xed delay due to the master's transmission circyithys is the variable
delay incurred in the transmission medium dhgl is the xed delay due to the slave's recep-
tion circuitry. In a similar fashion, the delay of a messageeling from slave to master can be
decomposed as

delay,= Dix,+ dsm+ Dix,, (2)

The characterization of the link is completed with an equato relate the two variable
delaysdns and ds;  Describing a procedure to obtain this equation is out ofdb&pe of
this document. However, section 3.1 provides such an emuatitained empirically for one
scenario.

xed delay variable delays xed delays
master A ; Tttt ; A ; slave
t1 O : tXm 1 — ms :—%—%— Xs 1 O t2
! | hMmmesmesse....-- [] !
ts0 : Xm —%—%—E sm — tXs 3 ols
Leccccccceeeeee. 1 |

Figure 3: Delay model of a WR link. The timestamps are acelyatorrected for link asym-
metries by the usage of the four xed delagy,xtx:rxng @Nd the relationship between both
variable delaygf mssny-

3.1 Relative Delay Coef cient

An accurate relation between both variable delays on tmsmnéssion line is essential for ob-
taining an acceptable estimate of the delay asymmetry on dnWKRThe relation betweed s
anddsnis represented in this document by tieéative delay coef cienta). Its origin is highly
implementation-dependent. Thus this document just asstimaeit exists and is known.

3.1.1 1000base-X over a Single-mode Optical Fiber

When a single-mode ber is used as bi-directional commurecamedium, it can be shown
that both variable delays are related by an equation of ttme [5]:

Ons= (1+ &) dsm 3)



4 Delay Asymmetry Calculation

Let us start from the PTP sync timestamps, represented Wartiéar setty, to, t3 andts. The
mean path delay is then de ned as

(2 t)+(tg t3)

m= . @

Note that the transmission delalgs t; andt; t3 can be expressed in terms of WR's Delay
Model:

to 11 = Dix,+ Omst Dix + Offsetns %)
ty t3= Dix,+ Gsm+ Dix,, Offsetns (6)

where offsets is the time offset between the slave's clock and the mast&t@mbining the
three equations above we obtain
2m= D+ dsm+ Oms (7)

whereD accounts for all xed delays in the path, i.e.
D= Dix,* Drxs*+ Dixe+ Dixpy (8)

The delay asymmetry as speci ed in section 7.4.2 of the P&Rdstrd is expressed in our
own notation by using equations (1), (2) and (7) as follows:

delay,s= m+ asymmetry (9)

delay,= m asymmetry (20)

4.1 Solution for Ethernet over a Single-mode Optical Fiber

Combining equations (3) and (7) we obtain:

1+ a
Ons= 5~ (2m D) (11)
2m D
Osm= >+ a (12)
The delay asymmetry can then be derived from equationsq))1(1) and (12):
D am+ aD
asymmetry= Dix,,+ Dix, 1 a (13)



5 Hardware Support

This section gives a general overview of hardware requirge® support the White Rabbit
protocol. Hardware supporting WR must ful Il the followirmgquirements:

It shall distribute frequency over physical layer with SEnc

It shall feature constant rx/tx latencies during operatiod inform higher layers about
these latencies.

It shall provide timestamps with a suf cient precision.

It shall be able to generate the WR calibration pattern (RB8:K code group, Appendix
36A.2 of [2]).

Figure 4 (a) gives a general picture of the data ow in the WRtpcol, WR Hardware
Support and the interface between theme Figure 4 (b) exptam WR synchronization and
synchronization scheme. An example hardware implememtadi described in detail in Ap-
pendix B.

5.1 Synchronous Ethernet

SynckE is responsible for clock syntonization (frequenansfer) in the White Rabbit Network.
In the SyncE scheme, the reference clock (125MHz) is usealdocde the outgoing data stream.
The same clock is retrieved on the other side of the phydidal The retrieved frequency can
be further distributed and is always looped back to the sendaving the same frequency
allows the use of phase detector technologies as a meanslofgrg delays. The measure-
ment of phase can be used for increasing the precision ostangs beyond the resolution
allowed by the 125MHz clock (section 5.3) and to obtain tle&s$mit/receive (Rx/Tx) xed
delays introduced by the PHY (section 5.2).

5.2 Fixed delays

The knowledge of all xed delayBk iy, txrxmg IS NECESSAry to calculate the delay asymmetry
using the WR Link Model (section 3). They might include citceomponents (e.g. PHY,
SFP) and FPGA internal latencies (Appendix B.6 describesd xelays in the WR optical
link model). Such delays may be constant for the lifetimehef hardware, its up-time or the
duration of the link connection. Therefore, the method fotaming xed delays is medium-
speci ¢ and implementation-dependent. The WR protocolinesg the xed delay values and
enables PHY delay measurement, but does not specify hovstialbe obtained.

The PHY's delays are measured (if necessary) and their yatee distributed across the
link during the process of establishing the WR link, whichcadled WR Link Setupn this
document. A WR node participates in the measurement of an¥tR node's reception xed
delays DBrx,:rxsg) UPON request, e.g. by sending a calibration pattern ini@igéthernet. The
calibration pattern sent by WR nodes to measure xed delbgll be generated by a repeated
transmission of the RD+ K28.7 code-group. Measurement efd xlelays during WR Link
Setup is optional and in principle needed only once, whieeWR link is being set up. Itis

10



Figure 4: WR protocol and WR Hardware overview.

only required if non-deterministic reception/transnmasselements (i.e. with latencies varying
after each power cycle or lock) are used.

Figure 4 (a) presents a possible method of xed delay measeméfor a non-deterministic
Gigabit Ethernet PHY — detection of the clock signal's phdisierence between the input and
output of the PHY (detailed description in Appendix B.6.3).

5.3 Timestamps

WR requires precise timestamps. The precision of timessashall be suf cient to take advan-
tage of the calculated asymmetry and is dictated by the redjgsiynchronization accuracy.

In standard implementations of timestamping units theipi@e is limited by the times-
tamping resolution (e.g. 8ns for 125MHz). In particulae firecision of the reception times-
tamps {2, t4) needs to be enhanced. This can be done by using the common abtrequency

11



distributed with SyncE to cast the problem of timestampimg ia phase detection measure-
ment.

An overview of a possible solution enabling highly precigeestamping is illustrated in
Figure 4. The timestamping unit produces timestamps on thethising and falling edges of
the clock. It is provided with the phase measurement of thadetrip phaseghasev) in case
of the Master, and the setpoint phagpddse) in case of the Slave. The phase measurement
is used by the timestamping unit to choose the correct edgestamp and enhance it to the
precision allowed by the phase detector. Details of theémgintation of the presented solution
are included in Appendix B.5.

12



6 White Rabbit PTP

White Rabbit extends the IEEE1588-2008 (PTP) standard h@eae sub-ns accuracy while
still bene ting from PTP's synchronization, managementlanessaging mechanisms. From
now on in this document, the White Rabbit extension to the &f&Rdard will be referred to as
WRPTP

WRPTP takes advantage of PTP's customization facilitiess, PTP pro les and Type-
Length-ValugTLV). It also de nesimplementation speci ¢unctionalities (e.g. WR-speci c
elds of Data Sets and hardware support requirements) warehcompatible with the PTP
standard. For the sake of simplicity and clarity, this setixplains all the mechanisms of
WRPTP without classifying them into PTP-pro le and implemi&tion-speci c. The distinc-
tion is made in the last subsection, where Waite Rabbit PTP pro leis de ned and the
implementation-speci ¢ recommendations are listed.

6.1 Overview

WRPTP introducethe White Rabbit Link SetupVR Link Setup), which is a process for es-
tablishing the WR link (Figure 6). It includes syntonizatiof the local clock over the physical
layer, measurement of xed delays (calibration) and disttion of the information about xed
delays over the link. WRPTP uses the Link Delay Model to obtai accurate delay estima-
tion, e.g. it uses the delay asymmetry equation (13) for igethernet over optical ber. The
additional communication between a master and a slave ddgedexchange parameters and
state information is done through extended PTP messagiiiiiés.

WRPTP is compliant with standard PTP. Figure 5 depicts tbe topology of ahybrid
WR/IEEE1588 network with a grandmaster as a root.

WRPTP protocol cannot be performed over a non-WR networlkcdev.e. switches, re-
peaters, routers). For example, if a non-WR device is caeddmetween two WR-compatible
nodes, the standard PTP protocol will be used for synchatioiz.

grandmaster
clock

| WR boundary clock™
W ' ' W
| WR ordinary clock™ | PTP boundary clock™j | WR boundary clock

[ PTP ordinary clockd [ WR ordinary clock [ WR ordinary clock§

Figure 5: Hybrid WR/IEEE1588 network. White Rabbit nodeskvivansparently with PTP
nodes. WR ordinary clock 3 is more accurately synchronipethé grandmaster than WR
ordinary clock 2, which is below a standard PTP boundaryicloc

13



Figure 6: Simpli ed overview of the message ow in WRPTP.

The ow of events for standard PTP which is presented in seiiis extended as depicted
in Figure 6 and described below:

14



10.

11.

12.

13.
14.
15.

16.
17.
18.

19

. WR Node A which is in PTRMASTER state periodically sends WR Announce mes-

sages with a custom suf x.

. WR Node Breceives Announce message(s), recognizes the WR Annousssage and

uses the modi ed BMC algorithm (section 6.4) to establishplace in the WR network
hierarchy.

. WR Node Benters WR Slave mode (based on the conditions in 6.7.1) and she WR

Link Setup by sending the SLAVPRESENT WR Signaling message.

. WR Node A enters WR Master mode (based on the conditions in 6.7.2) amdssthe

LOCK WR Signaling message to request the WR Slave to statbsjzation.

. The WR Slave sends the LOCKED WR Signaling message as sabe ayntonization

process is nished (noti cation from the hardware).

. The WR Master sends the CALIBRATE WR Signaling messagedquaest the calibration

pattern. It calibrates its transmission and reception gethy.

. The WR Master sends the CALIBRATED WR Signaling messag®an as the calibra-

tion is nished (noti cation from hardware).

. The WR Slave sends the CALIBRATE WR Signaling messagedoast the calibration

pattern. It calibrates its transmission and reception gethy.

. The WR Slave sends the CALIBRATED WR Signaling messag®as as the calibra-

tion is nished (noti cation from hardware).

The WR Master sends the WIRRODE _ON WR Signaling message to indicate comple-
tion of the WR Link Setup process.

The WR Master periodically sends a Sync message (timesid on transmissiotty)
followed by a FollowUp message which carries

The WR Slave receives the Sync message sent by the ntamgstamped on reception,
t).

The WR Slave receives the Folldyp message sent by the master.
The WR Slave sends a Del®eq message (timestamped on transmiss$ipn,

The WR Master receives the DelRgq message sent by the slave (timestamped on re-
ception,ty).

The WR Master sends a Del&esp message which carrigs
The WR Slave receives the DelRgsp.

The WR Slave adjusts its clock using the clock offset &edink delay calculated with
the timestampd{, t, t3, t4). This results in the slave's synchronization with the raast
clock with sub-ns accuracy.

. Repeat 1, 11-18.

15



6.2 De nitions

The following de nitions used in this document are based ¢ewuSe 3.1 of PTP:

node A device that can issue or receive Precision Time Protd®®P) communications on a
network.

boundary clock: A clock that has multiple Precision Time Protocol (PTP)tpan a domain
and maintains the timescale used in the domain. It may servkeasource of time and fre-
guency, i.e., be a master clock, and may synchronize andrsygetto another clock, i.e., be a
slave clock. The frequency retrieved by the slave clock-idiséributed to syntonize other slave
clocks connected to its ports.

ordinary clock: A clock that has a single Precision Time Protocol (PTP) poa domain and
maintains the timescale used in the domain. It may serve asraesof time and frequency,
i.e., be a master clock, or may synchronize and syntonizedthar clock, i.e., be a slave clock.

This document introduces the following de nitions:

White Rabbit Port (WR Port) : a WRPTP-enabled port of a boundary clock or an ordinary
clock.

White Rabbit Master (WR Master) : a WRPTP-enabled port of a boundary clock or an ordi-
nary clock which acts as a source of time and frequency fothemdVhite Rabbit enabled port
of a boundary or an ordinary clock.

White Rabbit Slave (WR Slave) a WRPTP-enabled port of a boundary clock or an ordinary
clock which retrieves time and frequency sent over a linkiey\WR Master.

White Rabbit Switch (WR Switch): a boundary clock implementing WRPTP, compatible
with standard PTP.

White Rabbit Node (WR Node} an ordinary clock implementing WRPTP, compatible with
standard PTP.

6.3 WRPTP Data Set Fields

The PTP standard de nes data sets (DS) to store the statidymamic variables needed for
the operation of the protocol (clause 8, PTP). WRPTP:

adds elds to the DSs de ned in the PTP standard to store the3p@i c parameters,

de nes a new DS: backupParentDS.

6.3.1 New elds of PTP Data Sets

Table 1 de nes the additional DS elds required by WRPTP thi not part of the PTP stan-
dard (see Appendix E for a de nition of primitive data types)

16



Table 1: WRPTP Data Sets elds

DS member DS name | Allowed Initialization | Dynamic| Unit
values values or Static
wrCon g portDS | NON_WR, - S -
WR_S_ONLY,
WR_M _ONLY,
WR_M_AND_S
wrMode portDS | NON_WR/] NON_WR D -
WR_SLAVE,
WR_MASTER
wrModeOn portDS | TRUE, FALSE FLASE D -
wrPortState portDS | Table 14 IDLE D -
knownDeltaTx portDS | Ulnteger64 - S [218psF
knownDeltaRx portDS | Ulnteger64 - S [218psF
deltasknown portDS | TRUE, FALSE - S -
calibrated portDS | TRUE, FALSE | deltasknown D -
deltaTx portDS | Ulnteger64 knownDeltaTx D [21%psT
deltaRx portDS | Ulnteger64 knownDeltaRx D [21%psF
wrState Timeout portDS | Ulnteger32 - S [ms]
wrStateRetry portDS | Ulnteger8 - S -
calPeriod portDS | Ulnteger32 - S [us]
calRetry portDS | Ulnteger8 - S -
parentWrCon g portDS | NON_WR, NON_WR D -
WR_S_ONLY,
WR_M _ONLY,
WR_M_AND_S
parentWrMode portDS | NON_WR, NON_WR D -
WR_SLAVE,
WR_MASTER
parentWrModeOn portDS | TRUE, FALSE FALSE D -
parentCalibrated portDS | TRUE, FALSE FALSE D -
otherPortDeltaTx portDS | Ulnteger64 0x0 D [21%psP
otherPortDeltaRx portDS | Ulnteger64 0x0 D [218psP
otherPortCalPeriod portDS | Ulnteger32 0x0 D [us]
otherPortCalRetry portDS | Ulnteger8 0x0 D -
otherPortCalSendPattern portDS | TRUE, FALSE FALSE D -
primarySlavePortNumbercurrentDS| Ulnteger16 0x0 D -

bNot re-initialized on exiting IDLE state of WR State Machine

“The value oDy, rxsrxmitxs Measured in picoseconds and multiplied 59. 2
dMaximum shall be smaller than Announcelnterval (see PTP).
eMaximum shall be 32.
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6.3.1.1 (Re-)Initialization
Initialization rules listed in PTP (clause 8.1.3) apply t&RWelds. In particular:

Data set members shall be initialized before leaving the RTPIALIZATION state,

Static members shall be initialized to the implementagpeci ¢ values meeting the
speci cations for the member.

Additionally, the values of dynamic WR elds shall be set tutializing values on the occur-
rence of the following events:

exiting IDLE state of the WR State Machine (except for wrMpde
EXCEED TIMEOUT RETRIES transition event.

The initialization values of dynamic WR elds are speci ed Table 1, while the initialization
values of static elds are implementation and con guratigpeci c (if not de ned by imple-
mentation, the default values in Table 2 shall be used).

Table 2: Default values for static DS.
DS member DS name| Default value

wrCon g portDS | WR_.M_AND_S
deltasKnown portDS FALSE
knownDeltaTx | portDS 0 [2%%psP
knownDeltaRx | portDS 0 [21%psP

calPeriod portDS 3000 [us]
calRetry portDS | port number + 2
wrStateTimeout portDS 1000 [ms]
wrStateRetry portDS 3

6.3.1.2 New Fields Description
6.3.1.2.1 wrCong
Determines the prede ned function of a WR Port:

WR_M_AND _S shall be the default on boundary and non-slave-only orgdiclacks.
WR_SLAVE shall be the default on a WR Node which is a slave-ondjirmary clock.

WR_MASTER shall be default on a WR Node (ordinary clock) whichhy design,
supposed to be always connected to a primary source of toveglked master-only.

NON_WR might be used on any kind of clock to disable the WRPTP malton a given
port. Such con guration can result from administrative swaints or requirements.
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6.3.1.2.2 wrMode

Contains the current WR-role of a WR Port which is determinsthg the modi ed BMC
algorithm (section 6.4) by the conditions described inisest6.7.1 and 6.7.2. The WR-role is
recommended or active depending on the value of wrModeOn:

wrMode isrecommended/hen wrModeOn is FALSE.
wrMode isactivewhen wrModeOn is TRUE.

A WR Portin WR.SLAVE mode is called a WR Slave. Similarly, a WR Port in WRASTER
mode is called WR Master. The wrMode eld shall be reset to N®R on the reception
of HW_LINK _DOWN hardware event noti cation (see 6.9.2) and on receptd an AN-
NOUNCE RECEIPTTIMEOUT_EXPIRES event on the WR Slave.

6.3.1.2.3 wrModeOn
If TRUE, it indicates that the WR Link Setup has been perfatsigccessfully and the WR Port
is synchronized using WRPTP, consequently the role de nedriMode is active.

It is setto TRUE on successful completion of the WR State MacWR_LINK _ON state,
section 6.7).

It is set to FALSE :

when link-down is detected on the WR Port, section 6.9.2,

on initialization and re-initialization as described irtg8en 6.3.1.1,
on occurrence of the WIMODE_OFF event, section 6.11.

on exiting the PTESLAVE state.

6.3.1.2.4 wrPortState
Stores the current state of the WRPTP state machine (seerséct).

6.3.1.2.5 knownDeltaTx

If the transmission xed delayl}y) is not known a priori (i.e. a non-deterministic PHY is used,
see 5.2), it shall be set to 0x0. Otherwise, it stores theevafuDx measured in picoseconds
and multiplied by 26.

6.3.1.2.6 knownDeltaRx

If the reception xed delay ) is not known a priori (i.e. a non-deterministic PHY is used,
see 5.2), it shall be set to 0x0. Otherwise, it stores theevafilbx measured in picoseconds
and multiplied by 26.

6.3.1.2.7 deltasKnown
TRUE if the xed delays are known a priori (a deterministic Pl$ used) and their values are
provided in the knownDeltaTx and knownDeltaRx Data Set I@therwise FALSE.
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6.3.1.2.8 calibrated
If TRUE, it indicates that the xed delays of the given poreamurrently known (measured and
stored in deltaTx/deltaRx DS elds).

6.3.1.2.9 deltaTx
Port's Dy measured in picoseconds and multiplied B§. 2

6.3.1.2.10 deltaRx
Port's Dy measured in picoseconds and multiplied B$. 2

6.3.1.2.11 wrStateTimeout
Determines the timeout (in microseconds) for an executi@enstate of the WR State Machine.

6.3.1.2.12 wrStateRetry

Determines the default number of times a state of WR StatédhMads re-entered (as a conse-
guence of wrStateTimeout expiration) before the WR Linkufas abandoned. If the number
of the given state execution retries equals wrStateRéteyiEXC TIMEOUT_RETRY event is
generated (see 6.7.4).

6.3.1.2.13 calPeriod

Calibration period in microseconds required to performrtteasurement of the deltaTx and
deltaRx xed delays (see 5.2). Its value shall be less thanvildue of the Announcelnterval
of PTP determined by the portDS.logAnnouncelnterval (dagse 15.5.3.7.2.1 of PTP). If
its value is greater than 0x0, it overwrites wrStateTimefoutthe CALIBRATION sstate of
the WR State Machine. It is distributed to the partner-portiétermine the timeout of its
RESPCALIB_REQstate.

6.3.1.2.14 calRetry

If greater then 0xO0, it overwrites wrStateRetry (6.3.122 for the CALIBRATIONSstate of the
WR State Machine. It is distributed to the partner port anebiute overwrite wrStateRetry for
the RESPCALIB_REQstate. The maximum allowed value is 32.

6.3.1.2.15 primarySlavePortNumber
Zero value indicates that no Primary Slave is selected. .1\ values indicate the portNum-
ber (clause 7.5.2.3 PTP) selected as the Primary Slaveesters6.4.

6.3.1.2.16 parentWrCon g
Stores the value of wrCon g of the parent port which is senthe Announce Message (sec-
tion 6.5.2).

6.3.1.2.17 parentWrMode
Stores the value of wrMode of the parent port which is senh@éAnnounce Message (sec-
tion 6.5.2).
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6.3.1.2.18 parentWrModeOn
Stores the value of wrModeOn of the parent port which is serthe Announce Message
(section 6.5.2). It shall be set to TRUE in the WRNK _ON state on the WR Slave.

6.3.1.2.19 parentCalibrated
Stores the value of calibrated of the link-parent port whickent in the Announce Message
(section 6.5.2).

6.3.1.2.20 otherPortDeltaTx
Stores the value of deltaTx of the link-partner port exclehduring the WR Link Setup. Itis
sent in the WRPTP Signaling Message (section 6.5.3).

6.3.1.2.21 otherPortDeltaRx
Stores the value of deltaRx of the partner port exchangedgitite WR Link Setup. Itis sent
in the WRPTP Signaling Message (section 6.5.3).

6.3.1.2.22 otherPortCalPeriod

Stores the value of the calPeriod parameter of the linkagamport which is sent in the CAL-
IBRATE message (6.5.3.4). If greater than 0, the value de the time (in microseconds) for
which the calibration pattern should be sent by the port twhéceived the message — it over-
writes wrStateTimeout (6.3.1.2.11) for tRESPCALIB_.REQstate of the WR State Machine
on the receiving port. It is exchanged during the WR Link $diy the WRPTP Signaling
Message (section 6.5.3).

6.3.1.2.23 otherPortCalRetry

Stores the value of the calRetry parameter of the link-anport which is sent in the CALI-
BRATE message (6.5.3.4). If greater than 0xO0, it overwtiteswrStateRetry (6.3.1.2.12) for
the RESRPCALIB_REQstate of the WR State Machine on the receiving port.

6.3.1.2.24 otherPortCalSendPattern
Stores the value of calSendPattern sent by the WRPTP Sigridissage (section 6.5.3) which
indicates whether sending of the calibration pattern isireq.

6.3.2 backupParentDS data set speci cations

A boundary clock shall maintain an implementation-spetiackupParentDS Data Set for the
purpose of qualifying redundant sources of synchroninatie.:

backup paths to the current grandmaster clock, or
paths to alternative grandmaster clock(s).

Each entry of the data set contains:

backupParentDS.secondarySlavePortNumber - the numiblee pbrt on which the An-
nounce message from a backup parent has been received ¢@pc8&tave port),
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backupParentDS.backupParentSourcePortldentity - thigdpatity of the port on the
backup master.

The implementation-speci ¢ backupParentDS set shall lsas@nimum capacity of three
backup parent records. The order of the records is estalligsing the Data Set Comparison
Algorithm as described in section 6.4.2.

The initialization rules stated in PTP (clause 8.1.3) applthe backupParentDS Data Set.

6.4 Modi ed Best Master Clock Algorithm

6.4.1 Overview

The Best Master Clock (BMC) algorithm is used in PTP to corapaocks (determine which
clock is thebes) and to recommend the next state of the PTP state machinasg€&3 of
PTP). The BMC is used to prune the physical network topolaggtitain logical tree(s) with
the bestclock, the grandmaster (preferably the one synchronizedgomary reference time
source), as a root. In the case when more than one clock inmanets synchronized to a
primary reference time source, the BMC produces disjoigicltrees. Each tree has a single
grandmaster.

As aresult of BMC, no more than one port of a Boundary Clocklmaim the PTEPSLAVE
state. Such a solution allows for redundancy of the timea®and topology but is not optimal
for the continuity of the synchronization. For example, ase of a failure of one of thieest
clocks (reference-synchronized grandmasters), all fweslodes in its logic tree need to switch
synchronization to the alternate grandmaster. This regqulre restart of the estimation of the
clock drift, mean path delay and offset which might causeuations in the notion of time.

The modi ed BMC allows for more than onlgestclock in a single domain, enabling the
creation of a logic topology with multiple roots. A Boundatlock running the modi ed BMC
can have more than one port in the PEPAVE state. This means that timing information is
exchanged between the Boundary Clock and more than oneesotitone (Ordinary Clock
or Boundary Clock). At any time any of these links can be usegerform synchronization,
including a weighted average from all SLAVE ports as mergtbm [6].

The BMC algorithm includes the State Decision Algorithm §and the Data Set Com-
parison Algorithm (DCA) and de nes which elds of Data Setsagild be updated depending
on the outcome of the SDA. The modi cations to the BMC are diettbelow. The DCA is not
modi ed, therefore it is not discussed.

6.4.2 State Decision Algorithm (SDA)

The original SDA is depicted in Figure 26 of the PTP standditte modi ed SDA, depicted

in Figure 7, enforces thBMC_SLAV Estate instead of thBMC_PASSIV Estate on the clocks
with Class eld value greater than 127 (block-13 of Figure K)port being in aPTP-SLAVE
state as a result of the SDA modi cation (block-13) is coms&ll a Secondary SLAVE port.
The port which enters theT P.SLAV Estate based on the decision at block-11, is considered
the Primary SLAVE port. This means that:

the Primary SLAVE port and the Secondary SLAVE port(s) arechyonized to the same
grandmaster clock but the connection of the Primary SLAVE @opossibly better by
path, or
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the Primary SLAVE port and the Secondary SLAVE port(s) arehyonized to different

grandmaster clocks of the same clockClass range (1-1278232,see Table 5 of PTP)
but the grandmaster clock connected to the Primary SLAVE igdvetter or better by

path.

The best quali ed Announce messagé&syts, see Clause 9.3.2.3 of PTP) from all Sec-
ondary SLAVE ports shall be compared with the DCA to detesnrthre "second best master”
and the lower order masters. The sequence of events is as/$ofthe idea originated from

[6]):

The best master is computed with the BMC — the Primary SLAVE pstablished
(block-11 of Figure 7) and the parentDS data set updated ($hge port number is
stored in currentDS.primarySlavePortNumber.

If the recommended state BVIC_SLAV Eat block-13, the master is considered a second
best master and its data is storedEgpyest

The BMC algorithm is executed on all thg,pest

The best master selected is considered second best madiés esception port is con-
sidered the best Secondary SLAVE port.

The BMC is repeated excludirtgpes:Of the best master until the setBfpestis empty.

The order of second and lower level best masters determmisi way is used to update the
backupParentDS data set.
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Figure 7: Modi ed State Decision Algorithm (modi cationsiired).

6.4.3 Update of Data Sets

The modi cations to the rules governing the update of thedats are twofold:

Modi cations to already existing "update tables” (Table 48d Table 16, clause 9.3 of
PTP) to accommodate the new DS elds.

Addition of a new "update table” to accommodate the new bpBlaentDS data set and
the modi cations in the SDA.

24



Table 3: Modi cation to Table 13 of IEEE1588-2008: Update ftate decision code M1 and

M2.

Update this eld From the indicated eld of the defaultDS
data set of the clock unless otherwise
stated

currentDS

currentDS.primarySlavePortNumber \ setto 0

portDS

portDS.parentWrCon g portDS.wrCon g

portDS.parentWrMode portDS.wrMode

portDS.parentWrModeOn portDS.wrModeOn

portDS.parentCalibrated portDS.calibrated

Table 4: Modi cation to Table 16 of IEEE1588-2008: Update $pate decision code S1.

Update this eld From the indicated source
currentDS
currentDS.primarySlavePortNumber \ portDS.portldentity.portNumber

Table 5: Update for state decision code S2
Update this eld From the indicated source

backupParentDS
backupParentDS.secondarySlavePortNumber | portDS.portldentity.portNumber
backupParentDS.backupParentSourcePortldentggurcePortldentity o pest
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6.5 WRPTP Messages

White Rabbit bene ts from PTP's messaging facilities. Itries a WR Type-Length-Value
(WR TLV) extension to exchange WR-speci ¢ information argks the two-step clock delay
request-response mechanism for synchronization. Ingodatti it adds a suf x to the Announce
message to enable recognition of WR nodes and uses Sighaésgages to exchange WR-
speci ¢ information (Figure 6). During the exchange of tistemps, their fractional nanosec-
onds part is always included in the messages as de ned inTResRandard (cause 9.5.10) and
explained in Appendix F.

A WR port in thePTP.MAST ERstate announces its presence by adding a suf x to the
Announce message. The suf x is de ned by the PTP standardsas af TLV entities (section
13.4, PTP). Unrecognized by standard PTP nodes WR TLVs amead(section 14.1, PTP),
but read and interpreted by White Rabbit nodes. The infaongtrovided in the WRPTP
Announce message is suf cient for another WR port to decitietver the WR link can be
established and maintained. A WR port receiving a WRPTP Anne message enters (if con-
ditions in 6.7.1 are ful lled) the WR Slave mode and starts think Setup process (performed
in the PTP.UNCALIBRAT EDstate, see Appendix D). It requests the sender of the WRPTP
announce message to enter the WR Master mode (see sectidpahd start the Link Setup
process as well. During the WR Link Setup, communicatiomnveeh the WR Master and the
WR Slave is performed using PTP Signaling Messages carkyiRgrLVs (section 6.8). Once
the WR link has been established, the WR nodes use a PTP éelagst-response mechanism
(section 11.3, PTP).

6.5.1 WR Type-Length-Value

All PTP messages can be extended by means of a statyger,dength, valu€TLV) extension
mechanism. White Rabbit uses IORGANIZATIONEXTENSIONTLYV type
(tlvType=0x0003) which is de ned in clause 14.3 of PTP. TLk&presented by this type are
designated for vendors and standard organizations toe#terprotocol for speci c needs. The
organization-speci c TLV elds for the WR extension are deed and described in Table 6.

The WR-speci ¢ TLVs are identi ed by wrMessagelD which is ded in Table 7. The
different types of WR messages are described in subseceeirss.
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Table 6: Organization speci c TLV elds for WR (see Table 35T P).

Bits Octets| TLV WR TLV
716[5[4][3]2]1]0 Offset Content Description
tivType 2 0 0x0003 Organization extension,
see Table 34 PTP.
lengthField 2 2 8+N N is an even number of

wrDataField octets.
0x080030 | OUI owned by CERN.
magicNumber| OXABCD - identies
WRPTP within protocols
identied by CERN's
OUL.
versionNumber 0x01 - WRPTP version.
DataField 2 10 wrMessagelD | WR-specic  message
identi er, see Table 7.
N 12 wrDataField | Content of WR-specic
message.

w
N

Organizatinid
organizationSubType 2

\‘

=
O

)

Table 7. White Rabbit Message ID values

WR Message Name wrMessageld | Sent in message type
value (hex)
SLAVE_PRESENT | 0x1000 Signaling
LOCK 0x1001 Signaling
LOCKED 0x1002 Signaling
CALIBRATE 0x1003 Signaling
CALIBRATED 0x1004 Signaling
WR_MODE_ON 0x1005 Signaling
ANN _SUFIX 0x2000 Announce

6.5.2 WRPTP Announce Message

The standard PTP Announce Message is suf xed by one WR TLWfyenthe WRPTP An-
nounce message has the structure de ned in Table 8. debaField of the suf x WR TLV
stores thevrFlagsde ned in Table 9.
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Table 8: White Rabbit Announce Message.

Bits Octets| TLV | Content
7]6[5[4|3[2]1]0 Offset
header 34 0 section 13.3, PTP.
body 30 34 | section 13.5, PTP.
tivType 2 64 | 0x0003, see 6.5.1.
lengthField 2 66 | OxXA.
Organizationlid 3 68 | 0x080030.
magicNumber 2 71 | OXABCD.
versionNumber 1 73 | OxO1.
wrMessageld 2 74 | 0x0010.
wrFlags 2 76 | see Table 9.

Table 9: White Rabbit ags.
Octet | Bit | Message type| Name Description

0 0 ANNOUNCE wrCon g The value of wrCon g

0 1 parameter from portDS.

0 2 Announce | calibrated | TRUE if the source port is cali-
brated.

0 3 Announce | wrModeOn| The wrModeOn value

(6.3.1.2.3) of the sending
port which shall be stored i
parentWrModeOn (6.3.1.2.18)
of the receiving port.

-

6.5.3 WRPTP Signaling Messages

White Rabbit uses Signaling Messages (de ned in clause2l8f1PTP) to exchange WR-
speci ¢ information, except for the ags transported in thaf x of the Announce message.

The Signaling Messages conform to the format presentedbleTd®. Each WR Signaling
Message transports a single WR TLV structure as de ned iti@e6.5.1. ThaargetPortlden-
tity shall be always set to tredockldentityof the port on the other side of the link (conveyed in
the Announce Message).

The Signaling Messages are used in WRPTP to trigger transiin the WR State Machine
and exchange WR-speci c parameters. Each message is samterng particular states of
the WR State Machine as described in section 6.8.

The distinction between WR Signaling Messages is made bwthessageldeld of the
WR TLV de ned in Table 7. Signaling Messages are exchanged ortliginva single link
connection (no forwarding). This is ensured by setting érgedtPortld appropriately. The rest
of this subsection describes the WRPTP Signaling Messagéstail.

6.5.3.1 SLAVEPRESENT
Message sent by the WR Port which became WR Slave (enteredl®aVR ®ode) to the link-
partner WR Port. It initiates the WR Master mode (the porolbees WR Master) on the link-
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Table 10: PTP Signaling message elds (Table 33, PTP)

Bits Octets| TLV

7]6[5]4[3][2]1]0 Offset
header 34 0
targetPortldentity 10 34
WR TLV M 44

partner WR Port which starts the WR Link Setup. The messagk Iséive the form speci ed
in Table 11.

6.5.3.2 LOCK
Message sent by the WR Master to the WR Slave to request tthestequency locking. The
message shall have the form speci ed in Table 11.

6.5.3.3 LOCKED
Message sent by the WR Slave to the WR Master. It indicatesubeessful completion of
frequency locking. The message shall have the format spdcn Table 11.

Table 11: WR TLV for SLAVEPRESENT, LOCK, LOCKED AND WRMODE_ON Signal-
ing Messages.

Bits Octets| TLV | Content
7]6[/5[4|3[2]1]0 Offset
tivType 2 0 0x0003, see 6.5.1.
lengthField 2 2 0x8.

Organizationlid 3 4 0x080030.
magicNumber 2 7 OxXABCD.
versionNumber 1 9 0x01.
wrMessageld 2 10 | De nedin Table 7.

6.5.3.4 CALIBRATE

Message sent by the WR port entering @®&LIBRATIONSstate (see section 6.7). It informs
the other port whether sending a calibration pattern (set@se5.2) is required (de ned by the
value ofcalSendPatternag). If calibration is required, it carries the calibratigperiod. The
message format and parameters are described in Table 12.
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Table 12: WR TLV CALIBRATE Signaling Message

Bits Octets| TLV | Content
7]6[5[4[3[2]1]0 Offset
tivType 2 0 0x0003, see 6.5.1.
lengthField 2 2 OxOE.
Organizationld 3 4 0x080030.
magicNumber 2 7 OxABCD.
versionNumber 1 9 0x01.
wrMessageld 2 10 | CALIBRATE.
calSendPattern 1 12 | The value determines whether the calibratjon
pattern should be sent. If the value is 0x1, the
calibration pattern is sent. If the value is 0x0,
the calibration pattern is not sent. The value
shall be based on the information provided
by the calibrated Data Set eld (6.3.1.2.8
It shall be stored in otherPortCalSendPattern
(6.3.1.2.24).
calRetry (Ulnteger8) 1 13 | The calRetry value (6.3.1.2.14) of the send-
ing port which shall be stored in otherPort-
CalRetry (6.3.1.2.23) of the receiving port
calPeriod (Ulnteger32) 4 14 | The calPeriod value (6.3.1.2.13) of the send-
ing port which shall be stored in otherPoft-
CalPeriod (6.3.1.2.22) of the receiving port.

6.5.3.5 CALIBRATED

Message sent by a WR port entering ®ALIBRATEDstate. If preceded by tHeALIBRATE
message witkkalSendPatterset to TRUE, it indicates successful completion of the catibn.
The message provides the other port with the values of itsl delays Dix andDyy). The
message shall have the format speci ed in Table 13.

6.5.3.6 WRMODE_ON

Message sent by the WR Master to the WR Slave. It indicatesubeessful completion of
the WR Link Setup process and requests the WR Slave to valitaWwR mode (by setting
wrModeOn to TRUE). The message shall have the format spgandable 11.
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Table 13: WR TLV for CALIBRATED Signaling Message.

d-
-

nd-
rt-

Bits Octets | TLV
7]6[5]/4]3][2]1]0 Offset | Content
tivType 2 0 0x0003, see 6.5.1.
lengthField 2 2 0x18.
Organizationld 3 4 0x080030.
magicNumber 2 7 OxABCD.
versionNumber 1 9 0x01.
wrMessageld 2 10 | CALIBRATED.
deltaTx (Ulnteger64) 8 12 | The deltaTx value (6.3.1.2.9) of the ser
ing port which shall be stored in otherPo
DeltaTx (6.3.1.2.20) of the receiving port.
deltaRx (UInteger64) 8 20 | The deltaRx value (6.3.1.2.10) of the ser
ing port which shall be stored in otherPo
DeltaRx (6.3.1.2.21) of the receiving port.

6.6 PTP State Machine

The WR Link Setup (WR State Machine) is performed in the EMARSTER state of the
PTP state machine on a WR Port in WR Master mode (WR Master)a @R Port in WR
Slave mode (WR Slave), the WR State Machine is executed ifPTiRUNCALIBRATED
state of the PTP state machine. Therefore, it is essentiad /R port to implement the
PTP.UNCALIBRATED state as specied in the PTP state machitan Figure 8): a tran-
sition state between the LISTENING or PREASTER or MASTER or PASSIVE state and
the SLAVE state. Additionally, WRPTP de nes the implemeida-speci c SYNCHRONIZA-

TIONLFAULT and

MASTERCLOCK SELECTEDPTP state transition events, see Figure 8.

6.6.1 MASTER.CLOCK _SELECTE

D

On successful completion of WR State Machine executiomgiten from WRLINK _ON
to the IDLE state with wrModeOn set to TRUE) on the port beinghe WR Slave mode
and PTRPUNCALIBRATED state, the MASTERCLOCK_SELECTED eventZ in Figure 8,
de ned in Clause 9.2.6.13 of PTP) shall occur. Consequetityy PTRSLAVE state shall be

entered.

6.6.2 SYNCHRONIZATION _-FAULT

The port being in the WR Slave mode and PSPAVE state shall evaluate values of two WR-
speci ¢ parameterswrModeOn(6.3.1.2.3) ancarentWrModeOr{6.3.1.2.18). If the value
of at least one of the parameters is FALSE, the SYNCHRONIZDONIFAULT event @ in
Figure 8, de ned in Clause 9.2.6.12 of PTP) shall occur an@ @NCALIBRATED shall be
entered. Consequently the WR Link Setup is performed. Sugheimentation enables forced
re-calibration of WR ports which can be triggered by both, W&ster and WR Slave.
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Figure 8: Modi ed PTP Finite State Machine.
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6.7 White Rabbit State Machine

The White Rabbit Finite State Machine (WR FSM) controls thecpss of establishing a White
Rabbit link between a WR Master and a WR Slave (WR Link Setlighall be non-preemptive
with regards to the execution of the PTP State Machine. Tleiama that, once the IDLE state
of the WR State Machine is exited (WR State Machine execuiaried), no transitions on the
PTP State Machine shall occur until the WR State Machinehagexecution and returns to
the IDLE state.

WR Link Setup involves the recognition of two compatible W&1ts, syntonization over
the physical layer, optional measurement of xed delays exchange of their values across
the link. The procedure differs between WR Master and WR&I&herefore three states of
the WR FSM are Slave-only (entered only if the port is in WRvBlanode) and one state is
Master-only (entered only if the port is in WR Master modeheWR FSM shall be executed
in the PTP UNCALIBRATED state on the WR Slave (WR Port in WRv8lanode) and in
the PTP MASTER state on the WR Master (WR Port in WR Master motlee WR FSM is
depicted in Figure 9 and described in the rest of this section

Successful completion of WR FSM results in the validatwniodeOnset to TRUE) of the
recommended WR mode(Mode and WRPTP synchronization. If EXCIMEOUT_RETRY
(section 6.7.4) occurs, it means that WR Link Setup faile@®RVP synchronization cannot be
established and standard PTP is performed.

A typical ow of a complete WR Signaling Message exchangenssin a WR Slave and a
WR Master during WR Link Setup is presented in Appendix C. ¢tarity, the cooperation of
PTP and WR state machines from the power up is presented iarfsipoD.

6.7.1 Conditions to enter WR Slave mode and start the WR FSM

A WR port becomes a WR Slave (portDS.wrMode = VBRAVE) and starts execution of the
WR FSM by entering th®@ RESENTstate, only when the following conditions are met:

the portis WR Slave-enabled:
portDS.wrCon g = ( WRS.ONLY ORWRM_AND.S)
AND

the PTP state machine enters the PTP UNCALIBRATED state esutrof
STATE_DECISION.EVENT: Recommended State == BM&LAVE (1 in Figure 8)OR
SYNCHRONIZATION_FAULT event

AND

the parent port is WR Master-enabled:
portDS.parentWrCon g = WEBVM_ONLY ORWRM_AND.S)
AND

at least one of the ports on the link is not in WR Mode:
portDS.wrMode = FALSEOR portDS.ParentPortWrMode = FALSE
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6.7.2 Conditions to enter WR Master mode and start the WR FSM

A WR port becomes a WR Master (portDS.wrMode = WRster) and starts execution of WR
FSM by entering thé/_LOCK state only when the following conditions are met:

the port is WR Master-enabled:
portDS.wrCon g =WRM_ONLY ORWRM_AND_S
AND

the portis in PTBMASTER state
AND

the SLAV EPRESENTSIignaling Message has been received.

6.7.3 State Description

Table 14 speci es the WR states notation used in Figure 9.
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Table 14: WR state de nition

PTP portState

Description

IDLE

The WR FSM shall be in the IDLE state while WR Link Setup is not

being performed.

PRESENT

Slave-only state. Upon entering this state, the WR Slavaelse
SLAVE_PRESENT message to the WR Master and waits fol.th€EK
message.

M_LOCK

Master-only state. Upon entering this state, the WR Mastads the
LOCK message. In this state, the WR Master waits for the WR Sla
nish successfully the locking process (reception of tt@CKED mes-
sage).

SLOCK

Slave-only state. The WR Slave locks its clock signal to tieguency
distributed over the physical layer by the WR Master.

LOCKED

Slave-only state. Upon entering this state, the WR Slavelséhe
LOCKEDmessage to inform that it is syntonized, and waits forGlAd. -
IBRATEmessage.

CALIBRATION

In this state, optional calibration of the port's recepteord/or transmist

sion xed delays can be performed. Upon entering this stidie,WR

eto

Port sends &£ALIBRATEmessage to the other WR Port. If the cal-

ibration of reception xed delay is needed, tibalSendPatternag in

the CALIBRATEmessage is set to TRUE (0x1). If the calibration is pot

needed, thealSendPattermag is set to FALSE (0x0). If calibration is

not needed, the next state is entered, otherwise an inoliickbm the
hardware that the calibration has been nished succegskiiwaited.

CALIBRATED

Upon entering this state, the WR Port sends a CALIBRATED ags
with the values of its xed delays.

RESPCALIB_REQ

The WR Port's action in this state depends on the value ot#i8end-
Pattern ag received in theCALIBRATEmessage. A TRUE value of th
ag indicates that the calibration pattern shall be enabiéde the WR
State Machine is in this state. The pattern shall be disallezkiting the
state (after the timeout @flPeriodor on reception of th€ ALIBRATED
message). If the value of tlmalSendPatternag is FALSE, the CALI-
BRATEDmessage is awaited for a timeout of calPeriod or wrStateT
out (if calPeriod is 0x0). On reception of tAALIBRATEDmessage, th
next state is entered.

WR_LINK _ON

Upon entering this state, the WR Master sends the MIRK _ON mes-
sage. In this state, the valueswfModeOn (6.3.1.2.3and parent\Wr-
ModeOn (6.3.1.2.18)re set to TRUEand thelDLE state is entered un
conditionally. The execution of the WR FSM is considered éocbm-
pleted successfully.

fDepending on the implementation, it might be necessary taigpthe wrModeOn eld of the best Foreign
Master record (clause 9.3.2.4.1 of PTP).
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Figure 9: White Rabbit state machine.

6.7.4 WR FSM Transition Events and Conditions
POWERUP Turning on power to the device or resetting.

WR LINK SETUP REQUIRED DECISION (abrv. DWR_SETUPREQ) Event indicating
that a Link Setup is required and that the WR FSM should bewtgdcstarting at the
PRESENTstate. It occurs when the condition presented in sectiod &7ul lled.

SLAVE PRESENT MESSAGE (abrv. M.SLAVE_PRESENT) Event triggered by the recep-
tion of the SLAV EPRESENTSignaling message. It requests the recipient to enter the
M_LOCK state.

LOCK MESSAGE (abrv. M.LOCK) Event triggered by the reception of th®CK Signaling
message.

LOCKED HARDWARE EVENT (abrv. HW.LOCKED) Event triggered by the reception
of the hardware event noti cation (Table 17) indicatingttir@quency locking has been
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completed successfully.

LOCKED MESSAGE (abrv. M.LOCKED) Event triggered by the reception of th@CKED
Signaling Message which noti es the WR Master that freqydocking has been com-
pleted successfully by the WR Slave.

CALIBRATE MESSAGE (abrv. M.CALIBRATE) Event triggered by the reception of the
CALIBRAT ESignaling message. It requests the recipient to enter the
RESPCALIB_.REQstate.

CALIBRATED MESSAGE (abrv. M.CALIBRATED) Event triggered by the reception of
the CALIBRATED Signaling message. It indicates that thet pprcalibrated. If the
CALIBRATEDmessage is received when the calibration pattern is bemgogethe re-
cipient, sending of the pattern shall be disabled.

WR MODE ON (abrv. MWR_MODE_ON) Event triggered by the reception of WeR MODE_ON
Signaling message. It indicates that the WR Master nishsxtessfully the WR Link
Setup and set the wrModeOn ag to TRUE.

RETRY nhame The White Rabbit state machine waits in a given state for @asitian event
only for a limited time, called timeout. The default timedat the following states is
de ned bywrStateTimeouf6.3.1.2.11)M_LOCK, CALIBRATED PRESENTS LOCK,
LOCKED, CALIBRATIONandRESPCALIB.REQ
The timeout for theCALIBRATIONSstate shall be overwritten by the calPeriod
(6.3.1.2.13), if its value is greater than 0x0. Otherwg&tateTimeoushall be used.
The timeout for theRESPCALIB_REQshall be overwritten by the otherPortCalPeriod
(6.3.1.2.22), if its value is greater than 0x0. Otherwig8tateTimeoushall be used.
After the timeout expires, the state is re-entered. A statebe re-entered for a maximum
number ot 1| ock;CALIBRATIONCALIBRATEDPRE SENTS.LOCK;LOCKE DRESPCALIB REQ tiMes.
The default maximum number of state re-entering (retriesje ned bywrStateRetry
(6.3.1.2.12). The number ot g shall be overwritten byalRetry(6.3.1.2.14) and
NrResecALIBREQ Shall be overwritten by otherPortCalRetry (6.3.1.2.23hiir values
are greater then 0x0. Otherwise,StateRetryghall be used.

EXCEED TIMEOUT RETRIES (abrv. EXCTIMEOUT_RETRY) Indicates that a state has
been re-entered for a maximum number of times

(Nf M_LOCK:CALIBRAT IONCALIBRAT EDPRE SENTS.LOCK;LOCKEDRESRCALIB.REQ) and the!
timeout has expired.

nt h
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6.8 Communication between WR State Machines

This section clari es the communication of the WR State Mael executed on different WR
Ports on the same link during the WR Link Setup. The commuioieés performed using WR
Signaling Messages (section 6.5.3). In particular, eachSigRaling Message is sent by a WR
Port upon entering a particular state of WR State Machine. Sime message received on the
other WR Port triggers a transition in the WR State Machieet{sn 6.7.4).

Table 15 lists the WR Signaling Messages associating themtiae moment of their trans-
mission and the event they trigger on the reception WR Poatsb speci es the WR Mode of
the sending port.

Table 15: Communication between WR State Machines on diiteBoundary Clocks.

WR Message Sent on entering WR state| Sent by port Triggers event
in wrMode
SLAVE_PRESENT PRESENT WR Slave M_SLAVE_PRESENT
LOCK M_LOCK WR Master M_LOCK
LOCKED LOCKED WR Slave M_LOCKED
CALIBRATE REQ.CALIBRATION WR Slave or M_CALIBRATE
WR Master
CALIBRATED CALIBRATED WR Slave or M_CALIBRATED
WR Master
WR_MODE_ON WR_LINK _ON WR Master M_WR_MODE_ON
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6.9 Communication between the WR State Machine and the hardare

White Rabbit extends the standard PTP communication wighh@wrdware which includes
transmission/reception of messages and retrieval of tangss. The WR communication with
the hardware is needed during the WR Link Setup process @i State Machine) to control
syntonization and xed delay measurement and to retrieeé tralues. Additionally, outside
of the WR Link Setup process (throughout the normal opematicthe PTP State Machine) a
quick detection of the link-down event is necessary.

6.9.1 Inputto hardware

The information to the hardware by the WR State Machine i$ aeithe exiting or entering a
state of this machine, as described in the Table 16. Thesnptify the hardware about the
need to start/stop a process (i.e. syntonization, pattansmission).

6.9.2 Output from hardware

The hardware shall communicate two types of informatiom&oWR State Machine

event noti cation, i.e. termination of xed delays measorent, completion of phase
locking or disconnection of the cable.

parameter value, i.e. xed delays.

An event noti cation shall be evaluated in a particular staf the WR State Machine (de-
ned in Table 17) by means of polling or interrupt. Its ocaemce in other state than de ned in
Table 17 shall be ignored.

The hardware output of a parameter value (i.e. deltaTxaRelt shall be evaluated on the
occurrence of an associated event noti cation (i.e. KBALIBRATED) and its value shall be
stored in the local Data Set, as de ned in Table 17.
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Table 16: Input to hardware.

Hardware input Type Senton Sent by port
in wrMode
HW_START_LOCKING event noti-| entering the . OCK State WR Slave
cation
HW_START_CALIBRATIONY| event noti-| entering the CALIBRATION| WR Slave and
cation State WR Master
HW_ENABLE_PATTERN event noti-| entering the CALIBRATION| WR Slave and
cation and RESPCALIB _REQ States | WR Master
HW_DISABLE_PATTERN event noti-| exiting the CALIBRATION and| WR Slave and
cation RESPCALIB _REQ States WR Master
Table 17: Output to hardware.
Hardware output Type Evaluated Evaluated| Action
by port
in  wr-
Mode
HW_CALIBRATEDY event noti-| in the CALIBRA- | WR Slave| calibrated
cation TION State and Data Set
WR Mas-| eld is set
ter to TRUE,
consequently
WR State
Machine
transition is
triggered
HW_LOCKED even noti - | inthe SLOCK State| WR Slave| Triggers tran-
cation sition in WR
State Machine
HW_LINK _DOWN even noti - | always WR Slave| Dened in
cation and 6.10.
WR Mas-
ter
deltaT® Ulnteger64’| on reception of WR Slave| Save the valug
HW_CALIBRATED | and in deltaTx DS
WR Mas-| eld.
ter
deltaR¥ Ulnteger64'| on reception of WR Slave| Save the value
HW_CALIBRATED | and in deltaRx DS
WR Mas-| eld.
ter

YCalibration is optional and implementation speci c.

PThe value Oy, rxsirxmitxs Measured in picoseconds and multiplied 59. 2
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6.10 Link Down

Standard PTP can accommodate a temporary connection las$rdaperforming the proto-
col. Therefore detection of link down does not mean instagak in the operation of the PTP
protocol. Appropriate action is taken only after a timeoxpiees (i.e. PTP State Machine
transition and Data Sets updates). In WR, any loss of commmegh a link performing WRPTP
results in syntonization failure and requires re-estabiig the WR Link. Therefore, on recep-
tion of the HW.LINK _DOWN hardware event noti cation (6.9.2), the following exts shall
be performed:

wrModeOn (6.3.1.2.3) shall be set to the initializationuea(Table 1).
wrMode (6.3.1.2.2) shall be set to the initialization va(tiable 1).
calibrated (6.3.1.2.8) shall be set to the initializatiatue (Table 1).

the record of Foreign Masters on the port on which the everimed shall be cleared.

6.11 Re-establishing the WR Link

It shall be possible for an external event (user demand, geanant message) which occurs
on a WR Port in aractive WR Mode (wrModeOn=TRUE, section 6.3.1.2.2) to enforce re-
establishing of the WR Link, i.e. by performing the WR Linkt&e.

The WRMODE_OFF event instantiation is WR-implementation-speci cigéavent should
be instantiated whenever a WR Port is in the IDLE state of tiie$tate Machine (regardless of
the PTP state) and the implementation circumstances agetddtthat require re-establishing
the WR Link.

The WRMODE_OFF event results in setting the wrModeOn DS eld of a given \Ri&tt
to FALSE.
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6.12 White Rabbit PTP Pro le Summary
6.12.1 Identi cation

Table 18: Pro le print form (clause 19.3.3 of PTP)

PTP Pro le
pro eName White Rabbit
pro leVersion 1.0
pro leldenti er 08-00-03-00-01-00
organizationName| European Organization for Nuclear Research (CERN)
sourceldenti cation http://www.ohwr.org/projects/white-rabbit

6.12.2 PTP attribute values

All nodes shall support the ranges and shall have the defatitilization values for the at-
tributes as follows:

portDS.logSyncinterval: The default initialization valghall be 0. The con guration
range shall be -1 to 6.

defaultDS.priorityl: The default initialization valueahbe 64.
defaultDS.domainNumber: The default initialization v@khall be 0. Only the default
domain is allowed.

6.12.3 PTP Options

All options of 15.5.4.1.7 and clause 17 of PTP are permitByddefault, these options shall be
inactive unless speci cally activated by a management gdace.

The node management shall implement the management mesealganism of the IEEE1588-

2008 standard.

The best master algorithm shall be the algorithm speci edantion 6.4 of this document

(Modi ed BMC).

The delay request-response mechanism shall be the onlylpkthh measurement mechanism.
The TLV mechanism described in section 6.5 shall be supgorte

6.13 Implementation-speci ¢ additions to PTP required by WRPTP

WRPTP shall implement the following implementation-spefgatures:

issuing PTP messages with a WR TLV (i.e. suf xed Announce &igphaling messages),
as described in section 6.5,

proper handling of PTP messages with a WR TLV as describedbin 6

a non-preemptive WR state machine as de ned in 6.7,
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WR data set and additional WR-speci ¢ elds to PTP data sstdaned in 6.3,
SYNCHRONIZATION_FAULT state transition as de ned in 6.6.2,
MASTER_CLOCK_SELECTED state transition as de ned in 6.6.1,

communication with hardware as described in 6.9.
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Appendix

A PTP State Machine

Figure 10: State machine for a full implementation of PTRy(iFé 23, IEEE1588).
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Table 19:

PTP portState de nition (Table 10, IEEE1588).

PTP portState

Description

INITIALIZING

While a port is in the INITIALIZING state, the port initiales
its data sets, hardware, and communication facilities. dlo p

of the clock shall place any PTP messages on its communica-

tion path. If one port of a boundary clock is in the INITIALIZ
ING state, then all ports shall be in the INITIALIZING state.

FAULTY

The fault state of the protocol. A port in this state shall pot

place any PTP messages except for management messages
that are a required response to another management message

on its communication path. In a boundary clock, no actiyity
on a faulty port shall affect the other ports of the device.
fault activity on a port in this state cannot be con ned to the
faulty port, then all ports shall be in the FAULTY state.

DISABLED

The port shall not place any messages on its communication

path. In a boundary clock, no activity at the port shall be|al-
lowed to affect the activity at any other port of the boundary
clock. A port in this state shall discard all PTP received 1mes
sages except for management messages.

LISTENING

The port is waiting for the announceReceiptTimeout to expir

or to receive an Announce message from a master. The|pur-

pose of this state is to allow orderly addition of clocks t9 a
domain. A port in this state shall not place any PTP mes-
sages on its communication path except for Pd&ay, Pde-
lay_Resp, PdelayrespFollow_Up, or signaling messages, or

management messages that are a required response to another

management message.

PREMASTER

The port shall behave in all respects as though it were i
the MASTER state except that it shall not place any mes-
sages on its communication path except for Pd&ay, Pde-
lay_Resp, PdelayrespFollow_Up, signaling, or management
messages.

MASTER

The port is behaving as a master port.

PASSIVE

The port shall not place any messages on its commu-

nication path except for Pdeldyeq, PdelayResp, Pde-
lay_RespFollow_Up, or signaling messages, or management

messages that are a required response to another management

message.

UNCALIBRATED

One or more master ports have been detected in the domain.
The appropriate master port has been selected, and the|local

port is preparing to synchronize to the selected master port
This is a transient state to allow initialization of synahiza-

tion servos, updating of data sets when a new master port has

been selected, and other implementation-speci ¢ activity

SLAVE

The port is synchronizing to the selected master port.
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B Example White Rabbit Hardware Support Implementa-
tion

A White Rabbit switch, described in Tomasz W ostowski's kasThesis [4], implements
WRPTP and WR Hardware Support for Gigabit Ethernet over. Bdre most important frag-
ments of the document are cited below (with necessary matibos). The citation is approved
by the author.

B.1 WR link model

Knowledge of the physical model of the links connecting tloeks is a prerequisite for achiev-
ing the required synchronization accuracy. The model of a &gRcal link is depicted in
Figure 11. [...]

Figure 11: Model of a WR link (a) and relations between maaitet slave clocks (b)

WR employs the clock loopback technique to measure the rtrymp@hase shifphasev,
which is a starting point for determining the precise twopwlalaydelaym and thus the clock
offsetof fsefs. The clock signal is transferred between the master anddkie according to
the following scheme:

1. The reference clock (1) is used to encode the master'sriier output and then ex-
tracted from the data stream at the slave's receiver. Trevezed clock (2) is a copy of
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clock (1) delayed bylelayys, where

delayys = Dixm* Oms+ Dixs (14)
expresses the master-to-slave latency introduced bydhsdeivers and the link.

2. The recovered clock (2) is fed to a clock adjustment unitchvtshifts its phase by a
programmable valuphase to obtain the phase-compensated clock (3) — the nal result
of WR synchronization.

3. Clock (3) encodes the slave's outgoing data stream amtdvered at the master side as
signal (4).

4. The master measures the phase gitifisg between its outgoing (1) and incoming (4)
clocks using a phase detector.

The value ofphasgv can be expressed as:
phasgiv = f D+ Ons+ tkm* phaseg mod Tret (15)

whereD= Diyn+ Dixst Dixst Dixm @andTes is the period of Gigabit Ethernet 125 MHz refer-
ence clock (8 ns).

The goal of the presented model is to calculate the precise wd master-to-slave offset
of fsefss by combining a coarse timestamp-based round-trip delayi¢h)precise phase mea-
surementphasev: Once the offset is computed, the WR slave can phase-shitétsvered
clock (derivingphasg from of fsetys) to match the phase of the master clock, completing
the synchronization. Determining the precise offset, hareas not a trivial task. Figure 12
shows the steps needed to achieve and maintain synchionizdta single WR link. The
synchronization process can be split into two parts:

initial synchronization, which determines the value off fsefys and xes the slave's
phase shift to compensate the offset.

phase trackingwhich monitors the changes phasev over time and updates the phase
shifter in the slave to follow these changes and sustaintspnization.
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Figure 12: WR synchronization ow (DMTD is explained in Appaix B.4)

B.2 Link detection and syntonization

During the rst two steps of the synchronization ow 12, a $gnized WR connection is es-
tablished. Drawing 13 shows the order of hardware opera@mi message exchanges which
result in a syntonized link. At the initial moment, the masted the slave are not connected to
each other. Their PHYs are transmitting an Ethernet idleepa(see Table 3.1 [4]), but are not
receiving any meaningful bitstreams. As soon as the phlystcaection is present, the PHYs
will start receiving valid idle patterns and the Etherneklwill become active (see [2] section
36.2.5.2.6). Presence of a valid physical link will trigglee following sequence:

1. The master starts broadcastllyNOUNCEmMessages to look for a WR slave,
2. Eventually, the slave will respond with@LAVEPRESENTmessage, indicating that it
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Figure 13: WR Link detection and syntonization

supports WR. If no response has been received within a pnedketime, the master
assumes that the slave is not WR compatible and aborts tliebrsymzation process,

3. The master issued®CK message, commanding the slave to begin recovering the clock

from its received data stream,

4. The slave sets up its PLL to use the RX clock as a referemt@asusoon as the PLL is
locked, responds with BOCKED message.

Upon successful completion of the above process, both nadesyntonized and the delay
measurements can begin.

B.3 Coarse delay measurement

The coarse delay measurement produces a set of timestamigsvhich are obtained using
the PTP End-to-End, two-way clock method as shown in g. 2e Timestamps are generated
in the hardware with a circuit depicted in g. 14, guarantggsingle-cycle timestamping accu-
racy, which is necessary for reliably merging the coarsaydeith thephase phase shift dur-
ing ne delay calculation. Timestamps in WR are taken whenRICS detects a Start-of-Frame
Delimiter (SFD) character in the incoming (RX timestampsdatgoing (TX timestamps) data
stream (see section 3.2.2 [4]).

Let's rst focus on the blocks marked blue in Figure 14. Eachda an SFD character is
detected, the PCS produces a timestamp trigger pulse whicses the timestaming unit to
take a snapshot of the free running counter CNRRvith the D-type register DRE®R. The
counter is counting from 0 to 124999999 which (given theneziee clock frequency of 125
MHZz) gives a period of one full second.

The counter CNTER works synchronously to the reference clock (master sideas 1
in Figure 11) or the compensated clock (slave side, signaBh)ce RX trigger pulses come
from different clock domains (2 or 4), they need to be synolmed to the reference clock
with a chain of D ip- ops (SYNC). Single-cycle long trigggpulses are widened by the pulse
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Legend: rising edge-synchronous falling-edge synchronous

Figure 14: Structure of a WR timestamping unit (TSU)

extender before going to the synchronizer chain to ensatenih pulses are missed due to the
metastability of synchronizer ip- ops. The counter valiglatched in register DRE® on
the rising edge of the synchronizer output. TX timestanggers, which are generated within
the reference clock domain (clocks 1 or 5) also pass througynehronizer chain to obtain
identical trigger reaction latency.

Unfortunately, due to the jitter of clock signals, crossahgck domains can make the gath-
ered timestamps useless by causing a randdnb.SB error when the RX clock and the refer-
ence clocks are almost in phase. The problem is illustrat&ure 15. Dashed lines show the
transitions of ideal (jitter-free) clocks. If the jitter reglected, the reference clock transition
should be slightly ahead of the RX clock transition and thageed timestamp should be equal
to 2. However, if the clocks are jittery, the transitions ns@ynetimes occur in reverse order,
producing an erroneous timestamp of value 1. One possibteofvaddressing this issue is to

phaseg,, (master)
> fs(slave)

timestamp it :
trigger clock - — : Lo

reference clock [ 4

CNTR_R

value

timestamp
value 1 - ERROR 3-0K

(should be 2)
Figure 15: Timestamping errors caused by clock jitter

take RX timestamps on both reference clock edges. Thedadllye part of the TSU is marked
pink in 14. It does not have an independent counter — instbad;urrent value of the rising
edge counter is latched in register CN'Hon the falling edge of the reference clock, making
the CNTR F a copy of CNTER delayed by a half of the clock period. This method ensuras th
at least one of the timestamps is valid at any moment (seed-ithh). The correct timestamp
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is chosen depending on the current phase shift betweensc(seke section B.5). In order to

f ~0° f ~180°
reference clock M
RX clock
trigger
fising edge N N+l N+2
falling edge 1 2 3 4 N N+1 N+2
counter
timestamp valid falling edge valid rising edge

Figure 16: Dual-edge timestamping in WR

simplify the hardware design, the presented TSU can onlysoreghe sub-second part of PTP
timestamps. The UTC part is appended in the software usagltorithm shown in listing 1.

Listing 1: Producing UTC timestamps

timestamp tstamp = gehardwaretimestamp ();

time t = getutc_time ();
/] check if there was a transition of the UTC counter betwednet

/Il generation of the timestamp and its readout by the softevar
if(t.milliseconds < tstamp.risingedge)
tstamp.seconds = t.seconds 1;

else
tstamp.seconds = t.seconds;

B.4 Digital DMTD phase detector

The ne delay measurements in WR are based on a Dual Mixer Difference (DMTD)
phase detector. Therefore, in this section a short intrit@lu¢o DMTD technology will be
presented. Figure 17 shows an analog DMTD system [7]. Letsiae that its input clocks
a(t) andb(t) have identical amplitudes and frequencies equafig The phases of both
clocks are respectivelf, andfy,. The clocks are multiplied by the mixers with the sigo@)
of frequencyfqstsetand phasé s rset The multiplication result can be expressed as:

a(t) c(t) = coq2ptfok+ fa) cog2ptfosssett Foffse
1
= QCOS(ZPt(fc|k+ fotfse) + fat foffsed (16)
1
+ ECOS(ZPt(fcIk fotfse)+ fa  foffsed (17)

Term 16 has higher frequency than the multiplied signals ilmademoved by the low-
pass lter, leaving only the low-frequency term 17. The de@enversion process changes the
frequency of the signals, but does not change their phateretice. Therefore, if the offset
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mixers image-reject
filters

a(t) = cos(2nf,,t + ¢,) O j a(t)c(t)

local oscillator

tlme d)a - (I)b
interval —
C(t) = Cos(znfotﬁm + d)nffsct) Counter

b(t) = cos(2nf,t + ¢,)

— b(t)-c(t)

Figure 17: Structure of an analog DMTD phase detector

frequencyfotfset iS close to the input signal frequendyy, the phase shift can be measured
by counting the time between the rising edges of the dowrexbes clocks. For example, a
reference clock of 125 MHz and an offset clock of 124.99 MH#t prioduce an output signal
of 10 kHz. At such frequencies, the phase shift can be veryrately measured using a simple
counter.

Analog DMTDs provide excellent resolution and linearity tlae cost of several external
discrete components (mixers and Iters), which can be tlestime, especially in multi-port
applications such as the WR switch. Fortunately, the analbgng operation can be trans-
formed into a digital sampling operation, resulting in aidigDMTD detector, shown on g.
18. In a Digital DMTD (DDMTD) [8], the input signals are sqeawaves, the mixers are re-

[

clk, L
.

clkg »D Q > ]

_{

»D Q> o

heIperNPLL fm—(
fPLL = chlkA JW—“_

phase

difference
._’

counters
phase difference
averaging

deglitcher
& pulse shaping

Figure 18: Structure of a digital DMTD phase detector

placed with simple D-type ip- ops and the offset clock is igerated with a PLL from one of
the input clocks. The sampling operation performed by the aps can be mathematically
proved to be equivalent to analog mixing (17), but the pprecof a DDMTD can be explained
in a more intuitive way. Figure 19a shows a vernier calipgnak two scales - the big millime-
ter scale and a small vernier scale, with the units slighthalter than the main scale. For a
typical caliper, the vernier scale is split into 10 intesmlith 4.9 mm spacing. If the length of
the measured object has a fractional part, one of bars onettmiev scale will be in line with
one of bars from the main scale. Translating to the languégéeotronics, the main scale is
the input clock where each interval represents one cycteyéhnier scale is the offset clock
and the transitions in the DDMTD output signals occur whers loen both scales are aligned.
An example of signals produced by a DDMTD with= 8 is shown in g. 19b. The output
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Figure 19: A vernier (a) and signals generated by DDMTD (b)

phase shift is proportional to the input phase shifiy a factor of(N+ 1). A general relation
between the phase shift and the cycle interval between th&dutputs can be expressed as:

_ Neyeles 1
flnsl= {31 o (18)
Digital DMTDs have all the advantages of their analog corp#gs while requiring only
one external component (the oscillator producing the bitéeck) which is shared among
all measurement channels. This opens the way for low-co&A-Pnplementations. If a
picosecond-level accuracy is not required, even a PLL rated inside an FPGA can be used,
eliminating all external components. In practical DDMTDglamentations, the output signals

Figure 20: Glitches in the DMTD output caused by clock jitter
need to be additionally conditioned as the input clockrjitan introduce glitches, as shown

on g. 20. More details about the deglitching and postpreaes algorithm can be found in
section 4.3.5 of [4].

53



B.5 Fine delay measurement

Having the knowledge of PTP timestamps and round-trip peagephase;v, we can calcu-
late the precise round-trip delaelaym. The calculation is performed in two steps:

The accuracy of PTP timestamipsandt, is enhanced beyond a single clock cycle using
the knowledge of the round-trip phapbase; and the slave PLL setpoimhase. As
aresult, precise timestampg andtsp are obtained.

The ne round-trip delay is calculated using the standar® Rarmula:
delaym = (tap t1) (tz3 t2p) (19)

Only the reception timestamps need to be enhanced, as tbeyeaerated within clock
domains asynchronous to the reference (or compensataik (Jee table 20). Transmission
timestamps are always integer because packets are tréatsamd timestamped using the same
clock.

The ow graph of the algorithm used to merge PTP timestamik pihase measurements
is shown on Figure 21. Figure 22 depicts sample measuremémputs and results of the
enhancement algorithm fag, timestamps, where the varying link delay was simulatedgisin
the slave's phase shifter.

Table 20: Timestamping clock domains

| Timestamp| Origin |  Trigger clock | Timestamping clocK Correction]
t1 Master TX reference (1) reference (1) 0
top Slave RX | slave recovered (2)) compensated (3) phaseg
t3 Slave TX compensated (3) | compensated (3) 0
tap Master RX | master recovered (4) reference (1) + phase

The rst step of the algorithm addresses the problem of gécin RX timestamps, by
choosing either the rising or falling edge timestamp dependn the phase between the RX
clock and the reference clock. The key parameter of this $tgps provides an approximate
value ofphaseyy at which a transition should occur in the valuaf In Figure 22, it is equal
to 6.6 ns - it's the approximate intersection pointpifasey (blue, sawtooth-like trace) and
the transition of the rising edge timestamp (red trace). Vidiee offans IS @ device-speci ¢
constant. It can be determined once during the factory reldn of a WR device or measured
upon every startup by sweeping a full clock period using thk-n phase shifter and searching
for a transition in the RX timestamp value.

If the actual value ophasu lies withina 25%T,¢¢ range from the transition poiffit;ans
(green zone in 22), the algorithm will use the timestamp, otherwise thg, timestamp will
be taken (red zone). Note that becapsasev is bounded to0; Tiet , the range checks must
be aware of the jump in the phase betwdgn and 0.

The second step checks if tiphaseyy value is ahead of the transition poifitans, and
eventually increases the chosen timestamp by a full cyigde)( That ensures the transition in
t4 will always occur wherphaseyv = firans, €liminating the risk of transition glitches.

The last part of the algorithm simply adds the picosecont (pdrich is the DMTD phase
corrected with the transition offsétans) to the coarse deglitched timestamplf the resulting
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Inputs:

t,, t,; - rising/falling edge coarse timestamps
d.... - €stimated phase of t, timestamp transition
T, - reference clock cycle (8 ns)

phase,,, - measured round-trip phase

NO YES We are within 25% range of transition
area of rising counter. Take the falling

edge counter value as the "reliable" one.

pha‘seMM € [(blmns - Trc{/45 ¢(mns + Tlc(/4]

use rising edge TS use falling edge TS
t4 = t4r t4 = t4f

Check if phase,,, is after the counter
transition phase ¢,.,, and eventually

hase,,, € o O + T../4
P i € [Quams Qs + T 4] increase the counter by one full cycle

NO
t4 = t4 + Tref
(1) = phaseMM = (I)mms Calculate the picosecond part
YES Check the sign of the picosecond
d=0¢0+ T, part and eventually, make it positive
by adding an entire clock period T,
NO S

v

t =t + Extend the timestamp
4p t, ¢ with the picosecond part

Output:

t

4p

Figure 21: Algorithm for enhancing coarse timestamps wilkhTD phase.

picosecond partf() is negative, an additional full cycle is added to the reslitte nal output
of the merging algorithm is shown in 22 as the thick navy tratlee enhancement operation
for thet, timestamp is done in a very similar way by replaciggvith to and phasey with
phase. Note that changing the slave's phase spifasg will result in a change of the values of
bothtyp andtyp (see table 20). Increasinghase by a certaind will causetyy, to also increase
by d (assuming that the link delay stays constant). Simultasigpthe value oty will be
decreased by the same amount, as for the slave's RX timestah®timestamping clock is
phase ahead of the trigger clock (so if the phase shift is increagesltimestamp value goes
down). Therefore, the calculated ne delay is not affectgdhH®e changes obhase;:

delayum = (tap t1) (i3 tzp) = tsp+ phase t1 ta3+typ phase (20)

B.6 Link asymmetry estimation

In order to compute an accurate master-slave offset, onedeteymine the asymmetry of the
link delay. This asymmetry cannot be measured directly (hierence between the overall M-
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Figure 22: Example df;, timestamp enhancing.

S and S-M delays), as it would require the nodes to be synctadmprior to the measurement.
Therefore it is only possible to estimate the asymmetry froond-trip delaydelayym, using
the knowledge of the properties of the components conistifaihe link.

In the WR optical link model, the following sources of asynmavere taken into consid-
eration:

Propagation delays of electronic components and PCB t(agesit asymmetry),
Asymmetry of optical transceivers (SFPs),

Difference between TX and RX wavelengths in the ber,

Internal structure and clocking of the PHY (SerDes) chips.

Figure 23 shows the reference asymmetry model used in WR&RVT he device's asymmetric
delays (as shown in Figure 11) are expressed as sums oftcB&lR and PHY delays between
the phase detector inputs (the PD measudetauv on the master side and the PD in the
phase shifting PLL on the slave side) and the SFP opticatiaptput. The ber asymmetry is
compensated separately in the slave's PTP servo.

Dixmes) = drx_pHY(M=9 * Orx cir(M=9 + Orx_sFrM=9 (21)
Dix(mes) = ORx PHY(M=9 * ORX CIR(M=5) + ORX SFRM=9)
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Figure 23: Delay asymmetries in WR optical link.

B.6.1 Circuit and SFP asymmetry

Circuit asymmetry stems from differing PCB trace lengthispagation delays of the electronic
components of the clock distribution system and FPGA logiggtacement and routing delays.
SFP asymmetry is a result of different reception and trandetays between the electrical and
optical ports of the SFP transceiver.

These asymmetries can vary with changes of the device'sabpgrconditions (i.e. tem-
perature, supply voltage). Depending on the synchromaaccuracy requirements, they can
be:

Treated as time-invariant and measured once during fastinp.

Actively compensated, following the changes in tempegsatund/or supply voltage read
from built-in sensors (requires a model of delay vs. temjpeesand voltage),

Eliminated by building a system where both master and slave lidentical (or zero)
asymmetry and operate in similar conditions.

The last method is particularly useful for compensating deays inside the FPGA on
the way between the PHY (oscillator) and the phase detexgahey cannot be externally mea-
sured during the factory calibration process. They aresatpu cantly affected by temperature
and voltage changes. Therefore, the only practical way afialg with the FPGA part of the
circuit asymmetry is to equalize the delays on all phasectitenputs. This can be done
by constraining the routing delays or manually placing amating the phase detector block.
This approach also allows for reducing the impact of the &nafure-voltage changes on the
asymmetry to a negligible value, as two equal paths placettae@ach other would have very
similar temperature/voltage delay coef cients.

SFP asymmetries can be compensated in a similar manner bgiolggairs of SFP transceivers
whose TX and RX delays differ by similar values (i.€rx sepm Orx SEPM = OrX_SFPS
drx spp9. This can be done in a laboratory system where all other asstnic delays are
already compensated by selecting SFPs that together ghienomn clock offset.
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B.6.2 WDM ber asymmetry

As mentioned in section 3.2 of [4], WR uses different wavgtés for transmitting and re-
ceiving the data (for example 1550/1310 nm). Due to chrarrdispersion of the ber, the
refractive indexes for these wavelengths are slightlyedéfiit, causing different propagation
speeds (and thus, different delays) between the masteharsiave.

The refractive index at a given wavelength can be derivedguSellmeier's equation [9]
(22):

Byl 2 Bol 2 Bal 2
201 — 1 2 3
n“(l)= 1+ + + 22
() 12 C 12 C 12 C3 (22)
whereB; andC; are material-speci ¢ coef cients.
For a standard G.652 telecom ber, the refractive indexesraspectivelynissg= 1:467
andni3zi0= 1:466. In order to simplify the asymmetry calculations in ttedware, the WR
speci cation de nes a custom ber asymmetry coef cient (R8xpressing the ratio between

the M-S and S-M ber propagation delays:

= 1= — 1 23
Osm N1310 (23)

Unfortunately, refractive indexes may vary slightly bednealifferent ber manufacturers, mak-
ing the direct calculation o& unreliable. WR can solve this problem by characterizing the
ber asymmetry using laboratory measurementsiefayy (done by PTP) and clock offset
of fsetys (done using an oscilloscope). The measurements are padowhen all the other
asymmetries are already compensated. The value 25 is calculated by solving equation
system 24:

delayym = Oms+ tkm+ D

24
of fsefyg= Gns Gm (24)

whereD accounts for all xed delays in the path (i.Bixn+ Dixst Dixst Dixm). Substitution of
Oms anddsm with the results of 24 gives the nal value af:

_ delayym D+ 2 offsefys

" delayyy D 2 offsefys (25)

B.6.3 Transceiver asymmetry

[This chapter has been modi ed to add clarity]

Transceiver asymmetry is a result of the internal structdirine SerDes's circuitry. Most
of the SerDes chips nowadays are optimized for low powerwmpsion and fast locking to
the incoming data stream. Unfortunately, because of thpsmizations, PHYs may not keep
constant transmit/receive latencies. The problem istified in Figure 24. PHY asymmetry
manifests itself as a random latency between the rising efithee TX/RX clock and the inter-
symbol boundary in the transmitted (received) serial datam. In most PHYSs, this latency
can be different for each PLL/CDR lock cycle, but once the PBlYocked, the delays shall
remain constant. PHYs whose TX/RX delays can change whdimthis active are unsuitable
for WR devices.
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Figure 24: Random delays in gigabit SerDes devices (a) aukblcausing them (b).

In the PHYs which have been evaluated for usability in WR tare (TLK1221 from
Texas Instruments and Virtex-6/Spartan-6 GTP transcgivitre following random delays were
identi ed:

RX alignment latency, observed in PHYs which do not correetRX clock phase when
aligning to the inter-symbol boundary (red, observed fdmxiGTP),

RX latency resulting from the internal structure of the thjoversampling CDR (green,
observed for TLK1221),

TX latency caused by the clock divider between the interb&al&hd the parallel-to-serial
register (blue, observed for TLK1221).

Alignment latency can be measured every time the link godsyupisabling automatic comma
alignment and bit-shifting the unaligned output data uatwValid 8B10B code sequence is
detected RHitslip trick, see [5]). Compensation of the latter two latencies, howeeguires
additional calibration logic. An example method (used ia WR switch) is shown in Fig-
ure 25. Such methods can by applied to the PHYs whose maxirdgi® =s),,.,) and min-
imum (tbrv(m=9,,,) delays are known (provided in the datasheet) and the delayiation
is

0k T X:RXG_PHY(M=9)variapie 2 N0 - OPHY(M=9)max  TPHY(M=9) i (26)

e.g. below 10 bit times in the case of Gigabit Ethernet. Tioeee a xed delay can be ex-
pressed as a sum of a constant valie §.rxq pHy(M=9),,,,) @Nd a variable partf 1 x.rxg PHY(M=S)aianie)
which needs to be measured:

Ok TX;RXg.PHY(M=5) = Ok TX;RXg.PHY(M=S)min + OF T X:RXg-PHY(M=S)variabie (27)
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Figure 25: PHY latency measurement using calibration padte

The PHY transmit path is fed with a sequence of RD+ K28.5 attara (1111100000),
effectively producing a 125 MHz square wave on the seriapoist The repeated pattern
of ve "0” and ve "1” is de ned by the IEEE 802.3 standard [2] aLow-frequency test
pattern (Appendix 36A.2). The phase shift between the TX clock areldbtput bitstream
can be measured using a DDMTD phase detector, giving theew@iuhe TX variable la-
tency O x PHY(M=9),aiane)- | NE S@Me method can be used to measure the RX variableyaten
(ORX PHY(M=9),arianie) Y COMmManding the link partner to send the calibrationgeattNote that
since the K28.5 character contains a comma (5 consecute amburst of subsequent K28.5
symbols will cause improper operation of the PHY's commgratient unit. Therefore, comma
alignment must be disabled during the calibration process.

B.7 Establishing and maintaining synchronization

Having obtained the values of round-trip deldglayv and link asymmetry, we can calculate
the one-way master to slave deldglay,s by solving equation (28):

delayym = D+ Oms+ Osm (28)

whereD= Diym+ Dixs+ Dixst Dixm. Substitutingdsmwith 23 and solving fod,s, we obtain
the one-way ber delay 29:

o= =¥ 2 (delay D) (29)
s 51 a MWim

which after adding the circuit, SFP and PHY asymmetric delargsent on the master to
slave path gives the nal master-slave delay 30 and offset 31

1+ a
delayws = o a(delawM D)+ Dixm+ Dixs (30)
offseys = t1 typ delays (32)

The value ofof fsefs is the input for the slave's offset adjustment algorithm ethcontrols
the slave's clock servo. The ow diagram of the algorithmleen in g. 26a and an example
servo design can be found in g. 26b. The algorithm assumasttie frequency has been
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Figure 26: WR slave offset adjustment (a) and clock servo (b)

already syntonized by means of Sync-E and only the cloclebifeeds to be corrected. Offset
correction is split into 3 steps:

1. UTC time adjustment: the UTC counter in the servo is increased (or decreased)dy t
number of full seconds 32 iaf fselys:

offseﬁ,.sC

1s (32)

corrgie= b
2. Clock cycle counter adjustment The reference clock cycle counter, which produces
the PPS signal is adjusted by the number of Tt (8 ns) cycles 33.
of fsetys corrytc

Corrcnt: b T ¢ C (33)
re

3. Phase adjustment The slave's phase shifter is adjusted with the remainingasicle
part of the offset 34
COIMphase= Of fselys [of fsetd] (34)

Voila! Now the slave's clock and PPS signals are synchronized to#ster with sub-nanosecond
accuracy. Since the offset can vary with operating conaitjdat is measured at regular inter-
vals and the difference between subsequent measuremeudidad to the slave's phase shift to
compensate for phase drift:

COIphase= Of fsetus Of fsetns previous (35)

Because the phase drift is mainly caused by temperaturatiars, the rate of subsequent
adjustments can be very low, even in the scale of a singlesadgnt per hour.

Note that the wayorrhaseis calculated requires the phase shifter to be able to chitwege
phase relatively by any arbitrary value with no "jumps” itsignal when the value @brrppase
crosses the inter-cycle boundary. For example, one cankikk with a phase detector capable
of handling wrap-around phase transitions, but not a prograble delay line. An example
design of such phase detector and PLL is described in settson of [4].
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C Typical ow of WR Signaling message exchange

Figure 27: Typical ow of events (no exceptions) during WRhkiSetup.
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D PTP and WR FSMs from POWER ON use case

Figure 28: PTP and WR FSMs from POWER ON use case
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E Primitive data types

Table 21: Primitive data types
Data type De nition

Ulnteger8 | 8-bit unsigned integer
Ulntegerl6| 16-bit unsigned intege
Ulnteger32| 32-bit unsigned intege
Integer64 64-bit integer
Ulnteger64| 64-bit unsigned intege

=

=

=

F Computations using the two-step delay request-response

mechanism with asymmetry correction
The method of incorporating asymmetry obtained using thel\viR Model by the WR Slave is
WRPTP-implementation speci c. Below, a summary of PTP effis of fsetFromMastep )
and mean delay<( meanDelayPatk ) calculations are presented. They are followed by two

methods of including WR asymmetry, with the later being reowended. The method used
might vary among WR Slaves.

F.1 Overview of PTP offset and mean path delay calculations

[Citing [1]]
The two-step delay request-response for a boundary oramdaiock,:

1. Sync message transmission (section 9.5.9 of [1]):

The< syncEventEgressTimestamt;) shall be generated upon transmission of
the Sync message.

The originTimestamp eld of the Sync message shall be 0.
The correctionField of the Sync message shall be set to 0.

SyncoriginTimestamp= 0 (36)
SynccorrectionField= 0 (37)

2. Sync message reception (section 9.5.4 and 11.6.2 of [1]):

Thet, shall be generated upon reception of the Sync message.
The sync message correctionField shall be adjusted for mggm by adding the
value of the ingress path delayAsymmetry prior to its anyinsecomputation.

SynccorrectionField= delayAsymmetry (38)
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3. Follow_.Up message transmission (section 9.5.10 of [1]):

The preciseOriginTimestamp eld of the Follalp should be
the< syncEventEgressTimestampf the associated Sync message excluding any
fractional nanoseconds of the associated Sync message.

The correctionField eld of the FollowJp shall be the fractional nanoseconds part
of the< syncEventEgressTimestamf the associated Sync message.

Follow_U p:preciseOriginTimestam®p secondsand.nanoseconds;) (39)

Follow_U p:correctionField= fractional_ns part(ty) (40)

< syncEventEgressTimestamp t; = Follow_U p:preciseOriginTimestamp (41)
+ Follow_U p:correctionField

4. DelayReq message transmission (section 11.6.3 and 11.3.2 of [1])

Prior to transmission on an egress port the correctionkiettie DelayReq mes-
sage shall be modi ed by subtracting the value of the egrafis gelayAsymmetry
from its correctionField.

Thets timestamp shall be generated upon transmission of the DRémymessage.

Delay ReqcorrectionField= delayAsymmetry (42)
Delay ReqoriginTimestamp= 0 (43)

5. DelayReq message reception (section 9.5.6 of [1]):

The< delayRegEventingressTimestamifts) shall be generated upon receipt of
the DelayReq message.

6. DelayResp message transmission (section 9.5.12 and 11.3.2)of [1]
The receiveTimestamp eld of the Deldyesp message shall be set to the seconds

and nanoseconds portion of the titge

The correctionField of the DelaReq message shall be set to 0 and then the correc-
tionField of the DelayResp message shall be added to it and the fractional nanosec-
onds portion ot shall be subtracted from the corrctionField of DelRgsp mes-

sage.
Delay RespcorrectionField= Delay ReqcorrectionField (44)
fractional_ns part(ts) (45)
= (delayAsymmetry fractional .ns part(ts))
Delay RespreceiveTimestamp secondsand nanoseconds$y) (46)

7. DelayResp message reception (section 11.3.2 of [1]):
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The< meanPathDelay shall be computed as follows

< meanPathDelay =[(t> t3) 47)
+( Delay_.RespreceiveTimestamp
Follow_U p:preciseOeriginTrimestan)p
SynccorrectionField
Follow_U p:correctionField
Delay RespcorrectionField=2

8. Computation of the clock offset (section 11.2 of [1]):

< of fsetFromMaster = t, (48)
Follow_U p:preciseOriginTimestamp
< meanPathDelay
SynccorrectionField
Follow_U p:correctionField

F.2 WR asymmetry as PTP communication path asymmetry

The asymmetry obtained using the WR Link Modasymmetrysection 4) can be seen as a
communication path asymmetdglayAsymmetrgs de ned in 7.4.2 of [1]

delayAsymmetry asymmetry (49)

and incorporated into the PTP calculations as describedpeAdix F.1, equations (38) and
(42).

F.2.1 Solution for Ethernet over a Single-mode Optical Fibe

In the case of the solution for Ethernet over a single-modacCpber (section4.1), it can
be calculated using directly equation (13), whanes < meanDelayPatk» obtained using
equation (47):

D a < meanDelayPatkr +a D

2+ a (50)

delayAsymmetry Dy, + Drx,

It needs to be noted, that thielayAsymmetrysed in calculation of meanDelayPatk and
< of fsetFromMaster is computed based on a previous measurement of the
< meanDelayPatk . This is because the standard [1] seems to assume thatjldldeathe
delayAsymmetris constant and known in advance.

Therefore, a direct incorporation of the asymmetry caladaising the WR Link Model
into < meanDelayPatk and< of fsetFromMastep is recommended.
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F.3 Direct WR asymmetry incorporation into PTP computations

The asymmetry obtained using the WR Link Modedymmetrysection 4) can be incorporated
directly into the computation of meanDelayPatl» and< of fsetFromMaster . In such
case, thelelayAsymmetrgs de ned in 7.4.2 of [1], is set to 0x0 (equations (38) angd)42he

< meanDelayPatl» value is calculated using (47) and corrected vatymmetryto obtain

< pathDelays>,

< pathDelay,s>=< meanDelayPatk +asymmetry (51)
which is used to compute of fsetFromMaster using (48):

< of fsetFromMaster = t, (52)
Follow_U p:preciseOriginTimestamp
< pathDelay;s>
0
Follow_U p:correctionField
=ty t; < pathDelays> (53)

F.3.1 Solution for Ethernet over a Single-mode Optical Fibe

A WR Slave, which assumed communication path asymmetry @ (oelayAsymmetry 0)
and measured timestamipsandts, can assemble the timestamps received from the WR Master

follows:

t1 = Follow_U p: preciseOriginTimestamp (54)
+ Follow_U p:correctionField

and

ta = Delay RespreceiveTimestamp (55)
Delay RespcorrectionField

Having all timestampdg{, to, t3, t4), the xed delays Dixm,Dixs: Dixs; Drxm) and relative delay
coef cient (a), the WR Link Model can be combined with the PTP computatmmbtain
directly the correct values of delayPatlys> and< of fsetFromMastep

1+ a
< delayPatlys> = —-—[(4 t)+(ts ) DI+ Dixm* Dixs (56)
< of fsetFromMaster = t, t; < delayPatlys> (57)
where
D = Dixm* Dixst Dixst Dixm (58)
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